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Chapter 1
Introduction

The unifying theme of this book is that communication is an underlying fabric of
life, as fundamental as matter and energy are to our world and, more importantly, to
our understanding of the world.

This book is also a non-exhaustive account of interesting, out of pattern
communication and social behaviors that we can observe in animals, or in the
biological world and among us, humans, and between us humans and other species.

While we know that communication is fundamental to life, in any form or shape
it comes on our planet, the goal of this book is to show that there are aspects of
communication that can be universal and transferable from one species to another
and that it is what enables collective behavior in social animals and humans. At
the same time, there are aspects of communication that are unique to each species
or ecosystem, that communication has evolved both alongside the genetic evolution,
the social evolution that is characteristic to a subset of living species, and the cultural
evolution that is characteristic not only to humans, but also to whales, dolphins,
primates, elephants, and many more.

Moreover, this book points towards the need of a more fundamental theory of
communication. In order to understand the future of languages, the development of
artificial intelligence and perhaps even the development of interspecies communica-
tion, we need to pay attention to the fundamentals of communication in a way that
is usable and transferable into practice, by trying to dance around tautologies and
ubiquitousness of this phenomenon that is so universal, yet so poorly described in
universal terms, and that is so fundamental, yet lacking a robust fundamental theory
or fundamental platform of research.

Many researchers are drawn to exploring and researching one of the hardest
questions in science: which are the origins of human language? I am not looking
at this question here. This project started with some seemingly simple set of
questions: what is the difference between the communication embodied in silicone,
in our inanimate computers, and communication that is embodied in carbon, in our
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2 1 Introduction

living beings? Why is it so hard for species to transcend the boundaries of their
bio-communication niches? And what happens if we relax the original theory of
information exchange from Shannon?

While it is often understood and implied that information is the third foundation
building block of our Universe, alongside matter and energy, and we intuitively
grasp that information is an underlying fabric of the very existence of the living
world, we don’t have a clear understanding to day on how communication emerged
in the living world, whether it is an intrinsic property of the living and not one of the
non-living (although the “silicone” world may prove us otherwise), how it relates
to social and collective behaviors and how ultimately influences our survivability,
adaptability, and growth.

Additionally, most studies in communication are predominantly focused on
the business or personal communication—therefore predominantly focused on
the human communication in our days, at the peak of civilization. Also, some
studies point communication towards psychology, others look exclusively at animal
communication, species by species. And other studies loot at software engineering
and IT as they place communication between computers or between humans and
computers at the core of disciplines such as data science and cybersecurity. There is
also an entire field dedicated to human-computer interactions and virtually any field
has some studies or aspects of communication thoroughly embedded in it. But to my
knowledge, an extensive study on communication per se, that transcends disciplines,
species, means of communication, ways of interpretation and time has not been done
before.

The evolutionary paradigm seems to be the current dominant scientific paradigm
of the living systems, from biology to sociology. The relativistic/mechanistic
paradigm seems to be the larger, non-living physical systems current paradigm in
science. In human systems (social sciences and economics), there is a shift towards
the less orthodox, mechanistic, and more heterodox, evolutionary approaches (more
towards the “smaller” paradigm of evolution than the “bigger” paradigm of the uni-
verse). And most science today seems to be the science of the niches—incremental
approaches of sub-sub phenomena that fall under either of the paradigms. Is this the
end of Big Science? Have most of the important laws and theories in science already
been discovered? And if so, how do the evolutionary paradigm of the living and the
mechanistic paradigm of the non-living coexist? If we are a bag of atoms, we fall
thanks to gravity; if we are a bag a cells, we mutate thanks to evolution; but if we
are a bag of information, do we obey the laws of evolution, the laws of physics or
none? Ultimately, doesn’t any system (of cells or atoms) obey the laws of the other
system they are in relationship with (humans in relationship with the Earth obey
gravity; Earth in relationship with ecology evolution; ecology in relationship with
humans obeys economics)? And wouldn’t this mean that the scientific paradigms
are the paradigms describing the relationships between complex systems and not
paradigms describing the systems themselves? And what sciences study complex
relationships between systems better than network science and economics?

In a way, all there is, can be described by matter and energy. And when the
matter and energy become alive, it evolves. But what binds together matter and
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energy is information. The information contained in the atom of Carbon makes it
bind with the information contained in the atom of Oxygen. It is the information
contained in the matter and the energy that describes an atom or a molecule
that makes any relationships between any atom and molecule with other systems
possible or impossible. It is the information contained in each of these systems
the one that draws the line between infinite possibilities and a finite world, that
draws the line between determinism and uncertainty. And in a way, we can view
this information, that is binding and bounding, as the communication that takes
places between two entities or systems. This communication is the one that encrypts
the possible from the improbable and can separate the existence from the non-
existence. It is this communication that I am interested in finding how it emerges,
how it is created and why, why it does not form and why it cannot exist under most
circumstances. Particularly in the living systems, more or less social, it is this type of
communication that is responsible for collective behavior, for the super-organisms
and ultimately for our civilization.

It is this type of communication emergence that makes our world possible and
all other worlds probable.

Just like communication and information, emergence is a very tricky word, with
multiple meanings and understandings, from the broad meaning of revelation of
something that has been concealed to the more restrictive meaning from systems
theory of a pattern that one can observe in a system that is not observable or
reproducible in the parts of the systems. It is a property of a system that reveals itself
from the small interactions of the parts. Emergence is a property of a collective that
becomes or reveals itself to be something else or more than the sum of its parts.

Emergence thus has some mystical connotations attached to it: we act and
interact locally and something greater and bigger than us, with little predictability
and determinism, reveals to us. The word itself is based on the Latin “emergere,”
to show up, and in the Middle Ages it was used with the meaning of “unexpected
occurrence.” It is also interesting to understand how the words of emergence and
emergency are actually closely connected. Coming from the same Latin root and
similar understanding, they imply the sudden revelation of a process or an event that
has deeper roots and took a much longer time to “brew” out of sight. It is a process
of self-actualization of agents and interactions that has been happening for a while.
Nothing happens over night, only our understanding and awareness is surprised by
patterns that seem to become entities of their own.



Chapter 2
Economics of Information Meets Social
Networks: From Hayek’s Mental Maps to
Mathematical Linguistics

2.1 Why Economics of Information?

At this point in time, the economics of information already has a history of more
than half a century of theoretical and practical developments. Yet there are still
some challenges that the field is facing with respect to establishing a concentrated,
focused theory of economics of information. Perhaps this is due to the fact that
information is “everywhere,” is so incredibly ubiquitous, and can sustain so many
definitions and so many forms under various contexts, subfields, and analyses. Most
of the work in the economics of information pertains to the analysis of information
for economies, for management and marketing, industrial organization and policy
implementations, all in the context of markets or institutions. But there is a small
body of research that looks in more depth at information as an economic good and
at some of its fundamental properties and behaviors as an economic good [14], and
that is what economics of information currently is and mostly is understood as.

But economics, in general, is a science of human behavior. Where does economic
behavior start though? Could we consider the evolution of life forms as one type
of behavior, and by extension as a sort of biological/social/economic behavior?
Could we, for example, start by saying that life forms have evolved from biological
to social and only afterwards to economic beings? Can we consider all economic
behavior as a subtype of social behavior or is there economic behavior that is not
social? Can we consider all social behavior as biological behavior too?

All these questions are important to consider if we truly are to use a methodolog-
ical reversal, as this book is attempting to do (Fig. 3.4). And by methodological
reversal I mean applying theories and models from the economics and social
sciences into biology or even the physical world.

What is the difference in analysis and understanding when we move from fram-
ing our place of departure from studying a very large spectrum of communication
into framing our place of departure to study a continuum of behaviors and behavioral
processes? For example, can we say that social behavior started at X point on
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6 2 Complex Systems and Economics of Information

the evolutionary scale and that economic behavior started at X C t point on the
evolutionary scale? And why does this matter for the subject of this book, of the
emergence of communication?

Economic behavior and the development of language or the development of
forms of communication are closely linked. For example, when two different groups
that don’t speak the same language meet (think about the first encounters between
the Spanish soldiers and the indigenous populations of the Americas or between
the first traders along the Silk Road)—body language and the exchange of objects
connects the different groups in a friendly, cooperative way before the exchange of
words and the possibility of translation between the two languages can begin.

On another hand, business research also shows that people that communicate
more are more likely to engage more in economic behavior with one another, from
employment to business contracts. Communication that leads to more communica-
tion is a signal of trust and cooperative, harmless behavior, while communication
that leads to less and less communication is a signal of mistrust or non-interest in
any communication behavior [34, 77].

Another question that we need to address is whether economic behavior is a
subtype or subset of social behavior. Is all economic behavior social and is there
social behavior that is not necessarily economic? Given that social behavior is
found in many species, but economic behavior only in a few, we would assume
so (Some people say that economics is the “queen of social sciences”), but a deeper
examination and research is required in this respect. We intuitively know that there
is a very vast universe of social behavior that is not necessarily economic: going
to parties, romantic relationships, playing amateur team sports, and many more. On
another hand, there is a lot of research that tries to explain even the most mundane
social behavior through the lens of economic thinking, particularly through the lens
of value theory and/or signaling theory.

Much of human economic behavior relies on assumptions about signaling,
exchange, perfect or asymmetric information; on market coordination or
mis-coordination; on assumptions about conflict or cooperation. All these
assumptions—or variations on assumptions—in the multitude of economic models
ultimately relate in one way or another to the communication between humans or
human institutions.

But what about the animals? Do they also engage in economic behavior and
hence economic type of communication, or do they only exhibit various forms of
social behavior (at least some species that we know are social)? I am exploring some
of these questions in this book and model that I am proposing here.

Hayek’s “Sensory Order” [39] is a very unique and intriguing book written
by the Nobel prize economist with the purpose to explore the roots of economic
spontaneous order in the human mind. But what the book also achieves is the
explanation of the sensory experiences based on the network of brain cells in
humans.

Although Hayek’s work is not unusual or uncommon in medicine and psychol-
ogy, and we know that the brain is a network of cells and that the representation
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of information and memory is also based on associations of concepts that evolve in
time, Hayek’s contribution is important also because he is a well-known economist
of information. In his most influential work, he has shown how prices are the
mechanisms to convey the most relevant information on the market [40]. Therefore
he is an author that has practically unified the ideas of information and networks
both in society and in the human brain.

Hayek’s contribution to our understanding of the mind and of language was,
at the time, an attempt to counteract behaviorism as a way to explain economic
behavior as being purely subjective, sensorial responses to the environment. At the
same time this is an attempt to rather try to understand the mind rather than to
predict behavior through a set of principles, similarly to how social phenomena is
better understood than predicted, as well as to explain the roots of human action
through its own representation [17].

Hayek also describes that selection, evaluation and interpretation, as well as
learning are parts of the sensory order, therefore introducing the idea of selection
and “meaning”—the interpretation our brains give to any human action. These
ideas would be later on widely accepted in science, but at the time they served
the purpose of understanding human economic action. In this way, he basically
laid the foundations of representing the mind as a complex system with emergent,
evolving spontaneous order, that could not be fully predicted, but for which we can
detect patterns, similarly as we do in social science to describe how we view and
understand society today.

2.2 Signals vs. Information vs. Networks

Communication is arguably one of the largest and most interdisciplinary fields in
science and social science today. There is a difference between communication
and information though, that makes the study of communication in social science,
information science or economics particularly interesting.

In order to understand communication, we need to understand the basics of
information and information exchange. And in order to understand information
exchange, we need to understand its characteristics and behavior, as a phenomenon
or as an agent that drives a phenomenon. But how do we model information? How
do we represent information so that we make sense of its role in biology and social
systems?

The fact that information in living systems is best represented as networks seems
intuitive—the neurons and the brains of the vertebrate beings show physical inter-
connectedness and we now know they also display information interconnectedness.
Perhaps our best models of the physical representation of the information that we
intuitively think about today are the brain and the Internet. The brain is formed of a
network of neurons and the Internet is formed of a network of servers and computers
that are linked through cables spanning the world (including the oceans). But this
does not necessarily mean that a network representation of information would be
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the best model that we could explore in the scientific research of communication.
Since the evidence about how information is transmitted, exchanged, produced, and
consumed by any biological organism shows that its dynamics is neither linear nor
uniform, currently network representations of information and communication are
the best paradigms for modeling that we have at our disposal.

There are several formal ways to represent information and other several ways to
model information, but my argument in this book is that some models of network or
graph representations are better than others to model and understand information.
Let’s start with some crude examples first. When we think of information, our first
thoughts that are likely representing in our mind are probably images of the human
brain or the computers (again, either cognitive or digital). Information is a large
enough and abstract enough concept so that our immediate physiological response
would be to associate it or mentally represent it as the most common image we see
or remember, and this image is more often than not the one of a brain or the one of a
computer. We hardly think of information when we observe a piece of art or nature
although both are also information, just in different forms.

At an interdisciplinary conference organized in 2014 by the National Academies
of Sciences Keck Futures Initiative, we debated the topic “Collective Behavior—
From Cells to Societies” [87]. At this conference, we tackled some fundamental
questions about how collective behavior emerges, and how the living and the social
worlds scale from 1 entity to 2 (pairwise interactions ) and from 2 to more. If we are
to accept the assumption that cells and societies have similar processes of growth,
essentially that there is some fundamental process that leads to collective behavior
both in biological and in social systems, then what we should observe out of this
scalability or growth are similar structures or results—similar shapes or similar
topologies or similar statistical regularities arisen from the same process of growth.

Living organisms are not Poisson distributed (or, in other words, there is no
evidence of random networks in living systems), which means that there is a
“meaningful” relationship between any 2 organisms of the same species on this
Earth. Also, there is little evidence of duality (only 2 individuals) in biology or
sociality. . . there is only “many.” We don’t find only 1 or 2 instances of something
in the living world; neither 1 or 2 individuals of any living organism could be
sustainable or exist in the long run of epochs or eons. Yet 2 is the link that bridges
one with many. In information theory, we have mostly 2 as a building block: a sender
and a receiver, and the binary representation of information through 1s and 0s. In
biology, information is represented by 4 or 5 or 6—the “many” building block (DNA
molecules). But also in biology, morphogenesis is represented by 2 as an originary
building block: there is a cell that divides first in 2, and then in 4, and then so
on. Division and multiplication are binary, but behavioral aggregation is “many”
merging or fusing into a new entity. As processes, they go into different directions
(one to many vs. many to one). On another hand, in network science, the original
elementary “structures” are formed by 3 (triads) and 2 (dyads). In social systems,
information is only represented by “many or multiples.” There is no social group
with only 2 elements.
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This numerical symbolism, which may seem drawn from the semiotics of the
Middle Ages, is actually important in order to grasp the differences between
communication that emerged in biology through millions of years of evolution
versus communication that we designed during the last few decades—natural
versus artifactual communication. The scalability and evolution of the natural
communication are much harder to grasp and understand than the scalability and
evolution of the digital communication during our still fresh recent history.

One thing that certainly sets apart one type of communication versus the other:
the Poisson distributions of the artifactual communication, from the telephone to
the digital life, in the realm of computer communications [28]. Mathematically,
random networks exhibit a Poisson topology [27]. This means that “silicone” or
artifactual communication is perhaps more likely to exhibit a Poisson distribution,
while “carbon,” living organisms type of communication is not—they are more
likely to cluster in “small worlds”[93]. The meta-networks or the global networks of
communication are more likely to be Poisson and random, while the local networks
or individual networks are more likely to be small worlds. The “human brain
connectome,” which represents the network topology of neural connections in the
brain, shows that the human brain has a complex topology, with hubs and clusters,
and modularity, which allows the brain to be both efficiently interconnected and to
be able to function if large parts of the brain connectivity are lost. Mapped as a
graph, all statistical analyses on the human connectome data showed that the brain
has small-world networks characteristics [32, 37].

While Hayek showed the connectedness of information in the brain and in the
market, Brian Skyrms “Signals” [81] tackles the problem of signaling from a game-
theoretic perspective. In this book, the author is presenting several game-theoretic
models of signaling, that can be applied to both animal communication and in
economics, to signaling and asymmetric type of behavior for humans under various
economic circumstances.

John Holland took a different approach to signals; he has been one of the
most exquisite complex systems and complexity science scholars, whose books,
even if written for a wide audience, have made their way into the classroom
textbooks. Particularly Holland’s book, “Signals and Boundaries: Building Blocks
for Complex Adaptive Systems,” is foundational for understanding communication
from a network science and complex systems perspective. His thesis here is that
any agents, whether they are molecules or humans, “signal” their actions when
they interact with each other, but this signaling is bounded by the meaning of the
boundaries or roles that the agent is acting in. For example, the molecule can interact
with other molecules, being bounded by the organism that it lives within, or a person
can interact with another person based on the role they are acting in (i.e., parent–
child versus professional roles versus friendship roles) [43]. While these boundaries
are also fluid and they change and evolve, in a sense they predetermine the meta-
level of information where the actual information exchange is taking place.

The complex systems of signals and boundaries can also be seen as hierarchical
systems where individuals form collectives and interact with each other within the
collectives. In other words, he addresses the problems of scale and of collective
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emergence from the multitude of signals that can only be produced and received
within a certain context or hierarchy and not in the abstract or free form.

These very important ideas outlined above are overlapping with some other ideas
from economics, philosophy, game theory, animal communication, and many more,
regarding signal s and communication.

More than just a thesis for a new understanding of signaling, communication
and language emergence, this book is also a methodological manifest for exploring
computational approaches as viable alternatives to theories in science and the over-
lapping theories and models from economics, information theory, network science
and complex systems will help shape a better, scalable view of communication in
life forms and digital artifacts.

2.3 Economics and Language: Human Specific Phenomena?

The link between economics and language has been studied for a long time. There is
even an entire field of study on economics of language, that is looking at the effects
of language or language gaps in the economy, as well as the influence of a global
language on the global economy.

But economics also provides a very useful way of thinking to study, model,
and understand the phenomenon of information. As I mentioned before, the Nobel
laureate F.A. Hayek is one of the prominent economists that makes the link between
information in economies manifested as prices and the information in the brain
manifested as “mental maps.” His particular position in understanding information
exchange comes from his background and interest in psychology and cognitive
processes as well as economics.

Economics is not only a science that aims to explain economic growth and
alleviate inequality, reduce poverty but it also has great insights into human behavior
and human forms of organization and the origins of our civilization. Economics
is an incredibly powerful “tool” for understanding human behavior, particularly
collective human organizing behavior that is at the core of the evolution of our
civilization. Communication, language, and art are products of our civilization as
well as representations of our current stage in civilization. Economics emerged in
our lives when humans had to organize themselves to cultivate, not just to harvest
resources (agriculture) and also to defend themselves against members of the same
species (conflicts). Economics coevolved with the technological improvements and
the current developments in languages and information would not have occurred
unless we had an economic system. Economics taught us the coevolution of civi-
lization and natural resources, with both good and bad outcomes. The differences
between the good and the bad outcomes come from our continuous experiments with
the design of our institutions and rules of economic behavior. The rest is embedded
in our natural world.

Economics and language found a common ground in political economy and the
science of governance as well. Vincent and Elinor Ostrom, two famous political
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economists (Elinor being the first woman to receive the Nobel prize in economics)
have studied all their lives the problem of governance, the interplay between the
individual and the collective behavior, between managing private and common
resources and the best ways for people to self-govern[63]. The transition between
individual and collective behavior in political economy has also led Professor
Ostrom to discuss language and culture in the context of markets and the exchange
of ideas [62].

In the context of societies, language is the key ingredient for creating social
order and decision rules. Language also plays a fundamental role in the shared
knowledge and the shared common understanding of humans. In the long span of
history, shared language communities have become countries and nationalities and
thus Ostrom ties the shared language and communication in humans to orders of
collective behavior [62].

Ostrom identifies language as the primary way to gain access to stored knowledge
and for information to flow on an intergenerational basis in humans. A similar
argument is made by Whitehead and Rendel in the animal world, where they identify
cultures in cetaceans [94]. Ostrom also asserts that “communication happens in
shared communities of understanding” and that the syntax and semantics (and,
in general, the grammar) are what separates us from other organisms—through
these we can convey “meaning”. I find very interesting the fact that the idea of
“meaning” has emerged at the intersection of 3 coevolutionary processes in humans:
biological(cognitive), collective/social behavior, and grammar.

He also asserts that human languages “are crafted in concurrent patterns of com-
munication in associated relationships that are constitutive of ways of life among
contemporaries” [62]. This means that even from the political economy and gover-
nance of the collectives point of view, communication and languages are an underly-
ing fabric of life. He goes on by mentioning that contemporaries create artifacts that
contribute to the intergenerational cycle of life. As Herbert Simon also alluded in the
“Sciences of the Artificial,” artifacts play a significant role in the coevolution of our
civilization and our environment, and in the emergence of languages and the record-
ing of language for intergenerational transmission of knowledge and culture [79].

Also within the political economy framework of thinking, Ostrom warns against
the misuses and abuses of language, particularly through a superabundance of
language that would only increase dangers of biases and false beliefs, as well as
of production potential, while a scarcity of language is desirable—in other words,
an efficient language is more desirable than a language that only creates a larger
and larger search space for meaning. Therefore selection and adaptation processes
should be taken into account when studying language.

Economics and language intersect not only as economic reasoning and economic
applications applied to language or as philosophical constructs for social behavior,
but also in a more applied, daily and contemporary way, such as the effects
of language into family economics or macroeconomics [7]. In this subfield of
development economics, the researchers are trying to understand the effects of
language barriers into the economics of communities, migration economics or the
global economy at large. From the perspective of this book, the central idea to
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highlight from these studies is that language or communication barriers create
new patterns of social behavior and that global, more uniform language and
communication patterns create more global and uniform social behavior.

Which are the constraints that shape language and communication? Which
are the boundaries that can determine the form and function from noises into a
meaningful way? Marvin Minsky asserted that one of the universal features of
language and communication in the universe is that it is subject to the same physical
constraints of space, time, and matter as life itself is [59]. And what better science
to study the constraints or resource limitations than economics?

2.4 Communication and Coordination: Social Behavior in
Living Organisms

Collective behavior is inherently the result of social behavior when individuals
communicate and coordinate with others for both an individual and a common
goal. Collective behavior is not specific only to humans, its roots go all the way
to cellular and microorganism communication and coordination. Coordination in
social groups, whether animal or human, is unachievable without communication.
Similarly, communication in social groups at the individual or group levels would
not be possible without coordination; although in humans, what distinguishes us
from the other species is the fact that we can delay coordination for communication
purposes. This “delay” and “storage” of communication, through the means of
writing or other types (papyri, manuscript, book writing, and later on emails and
digital storage of collective work and tasks (such as Dropbox, Jira, and so on)
achieve just this), we can coordinate and communicate more through these means
that facilitate communication while we are not physically present. In the animal
world, storage or delay in communication is much more rare.

In the animal world, there is delayed communication through chemical means
(pheromones, scents) or tracking the footprints of prey, as well as there is some
evidence of intergenerational transmission of culture and use of tools in cetaceans
[94]. But innovations in means of communication that would facilitate wide
transmission and storage of valuable communication (such as writing) is not present
in the animal world.

But, overall, communication and coordination are so intrinsic and co-dependant
on each other that it is hard to distinguish one from another. Miller and Moser
proved using game theory that communication leads to superior outcomes in
coordination [58]. More than that, they showed that the original communication
or information exchanged could be meaningless. The exact mechanism through
which communication enables superior coordination outcomes is not clear, but what
both game theory and agent-based simulation models show is that communication
enables the emergence of “an ecology of behaviors” [58] that leads to more
information and better coordination.
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And just as in the applied model presented in Chapter 4, the authors mention that
whether we are looking at molecules, organisms, or economic entities, the ability to
coordinate is a key feature of the social world.

Intuitively, we think that of course there is a strong link between communication
and coordination. Yet this link is understudied. Coordination is essentially a problem
of time synchronization. More than the aspect of time, coordination involves not
only the actors to be situated in the same period of time and in the same space
(less so for humans in the modern world), but to also “synchronize” with each
other. Many researchers and scientists agree that problems of coordination are
as fundamental and as fuzzily understood as are the problems of scalability. The
systems in our world, either computational, biological, social or institutional, can be
modeled and understood only as slices of bigger systems in slices of predetermined
periods of time. In another way to understand this, scalability is a problem of
ontological space, while coordination is a problem of syntax or grammar or rules
that keeps this ontological space together.

But when you change the scale (to a much bigger or a much smaller system) or
when you change time, the same models and similar tested behavior break down. For
example, if you think of the international financial system, or the international trade,
there is no central governance that rules over the actions of the people or institutions
or countries engaged in this behavior. On another hand, the financial system or the
trade system of a country, which is part of the larger international scheme of things,
is being governed by a different set of rules. And as we “go down” the scale, a
market in a city functions very differently than the system of the country. In biology,
specific ecosystems are being ruled and governed by principles and laws that may
or may not be found in smaller systems—the fauna and flora of the mountainous
areas are different based on various altitudes (Mount Kilimanjaro is a great example
in this respect: at the same altitude, the fauna and flora differ in different geographic
locations; another example is the difference in climate and ecosystems between the
Andes and the Alps), while even the same species exhibit different behavior based
on where or when you find it (some good examples would be the whales in the
Pacific versus the whales in the Atlantic).

Coordination and scalability are not meant to confuse us though. While nobody
really knows which are some “good boundaries” for selecting the proper scale and
coordination mechanisms of a phenomenon, we are still modeling it and finding
interesting results. A lot of the “good” scale and coordination selections in research
or our understanding of the world has to do with our intrinsic perceptions and
habituation of the world we live in—therefore they are relative to our understanding
and perception of the world.

Coordination is not only a problem of time and space (the actors would need
to be in the same place at the same time), but also of intent and of possibility of
coordination. Actors in the same space and time can still mis-coordinate. Here is
where communication comes into picture—based on the interpretation of signals
and responses, the actors react or intentionally decide to coordinate with each other
or not. Communication is therefore that “glue” that helps coordination happen or
not, when all other conditions are fulfilled.



Chapter 3
Heterogeneity and Subjectivism
in Communication: From Trust
and Reputation Mechanisms to Linguistic
Norms and Collective Behavior

3.1 Collective Behavior and Communication

In a very simplistic way, we can assert that communication is a complex adaptive
system because the organisms that communicate are complex adaptive systems
themselves. This seems tautologic, but since communication is all about the means
of transmitting and receiving the message and about the message itself, it heavily
involves the sender and the receiver in ways that other types of exchanges do not
(such as the exchange of goods or services). The means by which the sender and
the receiver get involved in the exchange are also information and this makes
information exchange incorporate both information and meta-information, thus
rendering an epistemic and ontological relationship that is different from the one
of the exchange of goods and services.

In animals, and particularly in the social animals living in the ocean, a common
strategy for combating predation is sociality because it is one way of securing safety
in numbers [94]. Many researchers are arguing that social and collective behavior
started in the ocean because there was nowhere else where to hide and the ocean
provides the ideal environment and ecosystem for cooperative and social behavior.

Most research on trust and reputation mechanisms in society is inherently linked
to studies of cooperation and reciprocity and trust and reputation are another
mechanism to secure safety in large interactions. In general, both economists and
sociologists agree that reputation networks are stable and take a very long time
to form. Particularly with respect to informal value exchange networks, trust and
reputation mechanisms function as intrinsic forces in a community and society for
monitoring “bad” behavior such as cheating, deceiving, free riding, and many more.
In a way, trust and reputation mechanisms have evolved in a network or community
as a way to stabilize and sustain these networks.

An example of such collective communication that involved the trust of the
community was the nilometer. The “nilometer” is a device part of the temple
complex in Ancient Egypt. What the nilometer did was to compute taxes—the
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higher the harvests, the higher the taxes. In many ways, the ancient devices used for
communication were linked to economics—writing in Mesopotamia emerged due to
solving accounting recording problems, while in Ancient Egypt the nilometer was a
signal regarding the fertility and welfare of the land. Another such example is that
during the Ptolemaic era, the Ptolemaics who were of Greek descent, would carve
their names in the well as a measure of accounting for their contributions to building
up a well.

Currently there are debates about where the first recording of information as
writing happened. While some researchers believe that the information recording
as writing first arose in the Mesopotamian area and era, with the cuneiform writing
of the tablets from Uruk, this idea has been challenged by an even older form of
writing discovered in Eastern Europe, in what is called by historians the Tartaria
culture. Although these objects have been discovered at the middle of the twentieth
century, only very recently the meaning of their symbols has started to be understood
[55, 66]. The current hypothesis is that the first writing was inspired by religious
practices with cosmological symbols and not by economic necessity, as the clay
cuneiform tablets did and that these first information recording objects were used
to depict communication as a thought process and not only as natural, evolutionary
signaling.

Some of these early accounts in the history of our civilization regarding collective
economic behavior show how intrinsic to the development of writing and the means
of recording and exchanging information the collective human endeavor has been.
But the way we form collectives or scale up in a non-linear way, when the scaled-
up system morphs into a new entity, is not very well understood. This is also
one of the major features of complex systems, called near-decomposability [80].
Near-decomposability represents that property of a system similar to divisions and
partitions, yet different in the way the parts of the system function and communicate
together, i.e. the organs in the human body versus the parts of a mechanical engine.
Near-decomposability makes the parts of the system as well as the parts and the
whole system communicate in a very different way from how the parts of a system
communicate in a fully designed, decomposable system. In other ways, we can say
that near-decomposability is a property where the most interesting communication
related to scalability and collective behavior happens.

The “intelligent” collective behavior, whether organized or spontaneous (ad hoc
groups, cities, firms, crowds, countries) has been coevolving with communication
and our language for a long time, yet we don’t know enough about how the evolution
of collective behavior in humans changed human language and vice versa; we know
it has changed technology and the development of better means of communication,
we recognize that it has also changed the vocabulary and dictionary (the English
language vocabulary has increased more than 10 times in the past few years), but
there is no clear understanding about how these coevolved together.
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3.2 Patterns of Communication

The goal of this research is to explore the effect of different informational structures
(networks vs. symbols vs. images vs. text vs. probabilistic vs. Boolean vs. sound
vs. any other form of information representation) into the evolution and emergence
of communication patterns. These patterns are necessary to create a taxonomy of
communication that includes both the organic, natural and designed, artifactual
communication (and any mix in between) as a better representation of the physical
and informational worlds.

We often confuse the meaning of communication (the content of the mes-
sage) with the means of communication (the way the message content is being
transmitted—chemical, visual, digital, a.s.o.) and this confusion is reminiscent from
the way we theorized information exchange for the purposes of analyzing and
quantifying it, in bits and without any meaning [78].

Few people are aware of the fact that the textile industry and the computer history
have a lot in common. Particularly, the repetition of patterns that is required in the
textile production of scale was at the basis of Babbage’s punch cards and the very
first computer algorithms. The repetitive nature of patterns that we find in fractals,
in visual arts, in nature and in computation is essentially a method through which
we can record and transmit information. Jacquard, when he invented a new way
of waiving textile patterns, he basically invented the punched card. Information
was translated from pictures into the final products. This revealed the power of
abstracting information and creating representations of information that could be
scaled up.

Another great example of how textiles industry and information theory merge
together in patterns is also the Brocade in Lyon. In this great work of art, tapestry
becomes a form of storage of information on textile fabrics.

Statistical regularities such as the Zipf distribution (observed not only in
languages, but also in the distribution of firms or human organizations) or the
edge of chaos or cellular automata rules or the entropy patterns are great examples
or a compass for what constitutes intelligent language and intelligent patterns of
communication. But so are the more trivial symbols and signals, such as company
logos, financial trading time series, Internet memes, and accounting bookkeeping.
Accounting bookkeeping is distinctly interlinked with the emergence of writing, the
patterns in the textile fabrics are linked with the emergence of computer punch cards
and the emergence of telegraph with the expansion of the railroads. The bottom line
is that the emergence of artifactual means of communication in human civilization
is closely intertwined with the emergence of entreprenurial and economic systems
of our civilization.

The human species created these “things” called organizations (from clans
and cities and firms and political parties and financial markets and many more)
that represent, in one way or another, experiments in designing collective human
behavior. They are an inherent part of what constitutes our civilization and they
would not have been created or sustained without communication (Fig. 3.1).
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Fig. 3.1 Pairwise interactions in information exchange and communication. The scalability of
communication and the exchange of communication across living species depends on pairwise
interactions

We know that language has largely evolved organically and endogenously
and with few exceptions (the nineteenth to twentieth century rules of linguistics
imposed by the academies in a few European countries), language is essentially an
informational representation of the society and culture where it was used. Before
digital means of communication were invented, the economics of the world was
localized, embedded in the communities and the culture of the societies (salt in
North Africa, silk in China, wine in France, tourism in Italy, a.s.o.) and with large
variations in geography. On another hand, we have designed informational systems
that are universal to some degree (mathematics, computer languages), but devoid of
any meaning or content, and therefore used only in small human-computer, high-
tech communities. One organic language has become a standout among others due
to physical trading practices (English) and first protoglobalization phase in our
civilization, while in the digital, computer based world, various computer languages
are still competing for global hegemony and this effect is largely due to the fact
that computers cannot choose the language they are operating with by themselves
(yet). Therefore there is a lag between the human use of computer languages and the
human use of human languages and a lag in the physical and informational economy
that has the potential to create societal crises. In an economy that will continue to be
dual physical-informational (at least until we discover how to trade information for
energy and matter and vice versa), the role of a communication system that blends
organically with the humans, the environment, and the digital world is probably
going to be a game changer in global innovation.
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To what degree can the current designed communication evolve organically (bots
inventing their own language) or become organic and to what degree does the
organic communication become standardized (English words imports into other
languages, Internet memes, etc.)? A map or a clear picture of the communication
patterns as they were in the past and are today would help us understand the
evolution of communication in the near future (will there be a new type of human-
computer language invented that would change the paradigm of the current software
languages that have standardized the way humans interact digitally?).

Language (in the broadest sense) has deep effects into the selection and
adaptation of a species, whether this species is ants, dolphins, or humans, and the
more social a species is, the more important is its language for survival. But in
the case of a civilization where the biological evolution standards of selection and
adaptation are more diffuse (we don’t really know why we create art or why we
are creating technology that make us more comfortable, more individual and less
fit for survival), while the social evolution standards are more acute (we compete
not for resources, but for networks of influence and power, whether these networks
are firms, associations or friends), communication patterns that give more fitness to
networks of influence would be the ones that take advantage of both the organic and
the designed patterns of communication.

What is the difference between models and language? This is a very interesting
question that has not been asked very often. Both models and language are
representations of reality—models are “designed” representations of reality, since
the modeler (usually the scientist) needs to put some thought into what features or
what phenomena he or she wants to extract from reality and study, while language
is an organic, endogenous, and social representation of reality—it is a system of
norms and reality representations that has developed throughout a very long period
of time and through multiple interactions and information exchange of all the
people. Scientific models also have a tendency to evolve and build from each other,
discarding others or helping to build others—but scientific models are relatively
new and are accessible to very few people in specific areas of study. Scientific
models tend to be more rigorous and they do sometimes lead to “scientific jargon”
or specific expressions (i.e., “asymmetric information” certainly did not exist before
economics was invented). Not all scientific models are mathematically based, but
most of them are, while all of them follow certain ruled of design. On another hand,
languages, while they also evolve and borrow new words from other languages
and discard older, no longer used words, are not designed, do not follow specific
rules of representing reality, and are inherently organic. Either scientific models or
languages take a long time to learn and evolve, but for scientific models we need
to use our rationality and critical thinking, while for languages we need to use our
perceptions and intuitive thinking. Therefore scientific and language patterns are
expressions of our inner and outer information.

Mathematically, the most beautiful expression of the idea of two dimensional
patterns that are used in communication is represented by cellular automata models.
Cellular automata models show emergent patterns out of very simple rules of
behavior, visually similar to the textile jacquards, yet they are emergent and become
new entities based only on their own contained rules of communication (see
Fig. 3.2).
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Fig. 3.2 An example of a cellular automaton from NetLogo models library

3.3 Beyond Information Diffusion Models

The problem of information exchange in a social network has been studied by com-
puter scientists, econophysicists, epidemiologists, social scientists, and especially
by economists, such as Hayek (as mentioned above), but also Stiglitz, Hirshleifer,
Akerlof, and many more [1, 41, 86]. Older models of information diffusion or
informational cascades in a network analyze information primarily with regard to
the strength of its ties (weak, strong, or normalized). In a highly influential paper,
Granovetter showed that the weak ties in a social network are more relevant for
information diffusion than the strong ties [33].

Another influential paper is Friedkin’s [30] study on informational flows. He
showed that in academic networks, the information flow is highly dependent on the
weak ties that the organization has with the outside networks.

On the other hand, Carley’s work on information diffusion and network topology
takes into account the possibility of asymmetric relationships and “cognitive
inconsistencies” [50]. Also, basic socio-cognitive mechanisms, when carried out
across and within large numbers of individuals, result in the coevolution of social
structure and culture [18]. She also refers to an ecology of networks, which is
a collection of knowledge networks between agents, formed by interactions and
joint decisions. These interactions have also been studied broadly by Hannan and
Freeman [38], within their work on organizational ecology. They argued that in a
social network, selection is more important than adaptation and that there is a high
dependency on the network density and resource partitioning.
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In Axelrod’s [2] cultural model, there is informational heterogeneity introduced
through the five features of culture, and the traits of each feature. Also, in his model,
the successful dissemination of culture presupposes a degree of similarity with
one’s neighbors; it is spatially bounded and essentially a cellular automaton type of
information diffusion. One interesting example of information exchange is Knocke’s
model of people and events [49]. In this study, information is homogeneous and
refers to a static collection of events. The study looked at the embedding of the
organizations in the network based on how close or apart they are regarding their
social welfare views.

Extensive research on the diffusion of innovation in social networks has shown
the importance of social contacts in determining behavior [20, 71]. Rogers has
shown how the spread of Internet has changed the way people communicate
and adopt new ideas. Some basic insights from the models of diffusion are:
the conditions for lowering the thresholds of diffusion [90], the probability of
transmission on any given link [46], the role of degree density in transmission
rates, clustering and degree correlation [60, 61]. The most important aspect that
is neglected in these researches is that networks often actively react to the ongoing
process [45]. Also, if information is valuable, individuals start searching through
the network specifically or create new links and the problem of how agents and
networks adjust to diffusion is still open [45].

Economic theories of information focus on the peculiarities of information as an
economic good and on asymmetric information problems in a market setting, but
overall they are treating information as a homogeneous good. Both heterogeneity
and asymmetric information raise important economic problems (see Fig. 3.3).

Fig. 3.3 Information as an economic good. The properties of information as an economic good
are subjectivity, heterogeneity, processual (not entity), non-rivalry and non-excludability
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There is actually very little economic literature with respect to heterogeneous
information. Information is rather asymmetric, as heterogeneity poses too many
problems with respect to future expectations, forecasting and Bayesian analysis
[1, 42, 85].

Information can also be “sticky” [56], with the property of slow dissemination in
the labor market. Information frictions in the macroeconomic literature are basically
specifications for building models of slow information diffusion in the economy,
with consequences for unemployment and economic growth.

On another hand, Searle’s ontological subjectivity is an important concept
that makes subjective value of heterogeneous information understandable and
computable in a social network setting that is not necessarily a market [75].

Dodds et al. [23] have proposed a model of information exchange in orga-
nizational networks, with efficiency and robustness properties for adding ties.
Their analysis on ultra-robustness and endogenous/exogenous causes showed that
organizations with non-hierarchical ties are more likely to survive disasters.

3.4 An Alternative to Shannon’s Model

A theoretical framework for modeling heterogeneous information exchange. In a
bimodal network of persons and information, the networks of people and personal
information maps are represented as follows:

(a) the organisms network as a graph .P; g/ consisting of the set of nodes P D
p1; p2; : : : ; pnjn 2 N� and the collection of weighted and directed edges gij D

.pi; pj/, where .i; j 2 N�I i ¤ jI 8i; j � n/ and gij ¤ gji; the nodes represent the
organisms or the information “producers” and the presence of an edge shows
that information is being already exchanged between the nodes that are tied; the
corresponding weight of the edge gij takes a value, wij 2 N�.

(b) the informational map or the matrix of information of an organism: for 8 node
pi 2 P; .i 2 N�/ from the organisms network, this is a graph .Yi; h/ consisting
of the set of nodes Yi D yi1; yi2; : : : ; yimjm 2 N� and the collection of Boolean
and undirected edges hab D .yia; yib/, where .a; b 2 N�I a ¤ bI 8a; b � m/ and
hab D hba; this is the subjective informational map that is specific only to node
pi and the corresponding value of the edge hab is 0 if the informational nodes
are not related and 1 if they are related. From the bi-modal network, there can
potentially be derived a third network:

(c) the meta-informational network: this is the informational network of all
the nodes that connects those concepts that are identical. It represents the
social, collective knowledge that emerges out of the endogenous exchange
at any given time and that no one single person can completely possess.
It can be represented by a graph .Y; h/ consisting of the set of nodes
Y D fy11; y12; : : : ; y1m; y21; y22; : : : ; ynmjn; m 2 N�g and the collection of
Boolean and undirected edges hab D .yia; yib/; where .a; b; i 2 N�I a ¤
bI 8a; b � mI 8i � n/ and hab D hba (Fig. 3.4).
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Fig. 3.4 A methodological reversal for this approach to communication research

The nodes pi of the social network are also the acting agents in the model of
exchange. The information is the heterogeneous object of a person and it cannot
exist outside the social topology. The heterogeneity of a person is implicitly given
by the heterogeneity of the subjective informational map. Any person pi has three
functions: produces (internally), exchanges (through signaling or search), and loses
information (through memory decay). These functions are subsequently detailed.

The informational map of a person or the mental map is a subjective informa-
tional set that changes continuously with incremental learning and memory decay.
It is represented as a symmetric Boolean network that roughly approximates the
association processes in the brain. This is in accordance with Hayek’s interpretation
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of the cognitive processes and mental maps that he had exposed in “The Sensory
Order” [39]. For Hayek, an “associative process” represents the possible connec-
tions of beliefs about future events, which would be selected or expected by a map
or model [39].

In this sense, the number of nodes of the subjective mental map .jYij D m/ is
continuously changing, with the increasing informational exchange, memory decay,
and personal information production. The value of m is very large and finite from a
pi subjective perspective.

Information in this network is treated as both an economic good and a compu-
tational object: it is near non-excludable and non-rival, it is autonomous, has rules
of association with other information objects and it has methods and attributes. The
non-excludability property of information is “near” because sometimes there can be
assigned intellectual property rights and copyrights to certain information. There are
also situations when information can be excludable from exchange through means
of social norms or mechanisms of reputation. But most information exchanged in
social networks cannot be protected as such (it is a public good, therefore non-
excludable).

Marginal analysis and the use of marginal concepts of cost and benefit has
been foundational in economics as well as in business practices for a long time.
Value, meaning, or preferences are abstract concepts that are difficult to quantify or
measure or compare. But in economics, these have been expressed through marginal
analysis or through utility functions. Economics is one of the first sciences that
tried to take abstract, philosophical concepts such as subjectivity and value and tried
to measure them, quantify them, model them, and ultimately use them in order to
understand fundamental aspects of human behavior.

The informational relations or ties between the persons follow the basic rules
of economic exchange: they are connections of persons at their own choice and
preference, by seeking to improve their subjective maps with semantic information
that has a marginal benefit higher than the marginal cost (ıB > ıC) of acquiring it.
Granovetter [34] showed, in another influential paper, that the economic relations
of a social network are embedded in the structure of the social network and do not
exist in the abstract. Similarly, in this semantic network, the rules of information
exchange are economic.

Time is modeled discretely (1 time unit D 1 series of simultaneous exchange).
Also discrete is the economic marginal analysis (the marginal benefit and marginal
cost represent discrete changes—ıB � ıC—and not differential equations). This
is methodologically important for the computational model, where the economic
good “information” is an object and the marginal benefit and marginal cost are its
attributes.

The heterogeneous economic characteristic of information is to have heteroge-
neous marginal benefits and heterogeneous marginal costs for each informational set
that a person exchanges at one time. Computationally, heterogeneous information
refers to subsets that overlap across individuals [11].

These informational subsets are graphs .Zi; hjz/ consisting of subsets of nodes
Zi � Yi and the network hjz/ restricted to the subset Zi, so that Œhjz/�ab D f.1 if a 2
Zi; b 2 Zi; hab D 1/j.0 if otherwise/g. This is the network that represents the
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information exchanged from pi to another node at one time, and thus it is obtained by
deleting all the links except those between the nodes of the subset Zi. Some elements
of the subset Zi may be identical to some of the informational map Yj.8j ¤ i/ of
the receiving node pj (“shared” concepts of the two nodes). The receiving node pj

alters his informational map accordingly, by creating new relations of association
between the existing nodes in Yj and the non-identical nodes acquired in Zi.

One of the challenges with interpreting and visualizing these “nested” networks
comes from the nature of the edges; they are information as well. The connectedness
of any two given nodes, whether it is a personal, a business or other type of tie,
means that some sort of informational exchange between those two nodes has
already taken place. Any edge/connection has an implicit information inventory.

Due to the near non-excludability property of information as an economic good,
the exchange of information is a directed tie from the person that receives the
information to the person that produced the information (receiver  sender).
Whether node pi receives passively information from pj (a signal) or searches for
information from pj, the informational subset .Zi; hjz/ that pi acquires has a specific
ıB and ıC. Therefore the values of ıB and ıC are assigned by the receiver with each
informational subset it acquires.

For the semantic analysis of this paper, information is distinguished into two
types: noise and “meaningful” or valued or semantic information.

Then ıB D 0 for noise and ıB > 0 for meaningful, semantic information. The
more important the information exchanged is for node pi, the higher the ıB. The
cost of acquiring any piece of information, if it is being searched for, is ıC > 0,
while if it is a received signal, is ıC D 0. The same piece of information may be
meaningful for one person and noise for another.

Due to the non-rivalry property of information as an economic good, the sender
does not give up that specific informational subset. Thus, the subjective mental map
is modified only by:

(a) the production of new information
(b) the exchange of information through signaling or search
(c) the memory decay function (see Fig. 3.5).

The production of new information is left for the moment as a “black box” or
as an unspecified function. Within this black box it is also left the information that
comes from the interaction with the physical environment (such as perception or
observation). From an economic perspective, the difficulty of assigning computa-
tional values to the informational production function comes also from the difficulty
of assigning property rights to it. If it is hard to measure the subjective incentives
for producing new information, then it is hard to formulate it mathematically.

This does not impede the model of exchange. For the purpose of informational
exchange, the computed subjective ıB and ıC incorporate all the necessary infor-
mation with respect to the produced information.

Memory decay is described by the psychology and neuroscience literature as
either a power law [95] in [97] or a logarithmic function [97, 98]. But the common
agreement is that the rate of memory decay decreases with time, meaning that more
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Fig. 3.5 The economic
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consolidated information is less forgettable. In terms of this network, the rate of
decay is higher for the information that is closer to noise (ıB D 0) and smaller for
the semantic information that is very meaningful (ıB >> 0).

The social network is endogenous and all information is produced and diffused
endogenously. An endogenous network is an environment where the interaction
structure is endogenous. The endogeneity of the network in this model is given
by two rules: the endogenous exchange (edges) and the endogenous preferences for
information (nodes “choose” their values for ıB and ıC). Information does not exist
in the abstract, outside the social network and it has no meaning for our network
without the human interpretation of this information [75].

People usually produce and seek to acquire “meaningful,” semantic information
and only accidentally produce and consume “noise” (it does not pay-off to do so,
ıB D 0) (Fig. 3.5).

3.4.1 Model Description and Behavior

The model is a representation of the previously described exchange and the
evolution of the bimodal network over time. It can be instantiated with a finite
number of agents, networked in a specific topology. The three types of topologies
that will be tested for semantic emergence are: Erdos-Renyi [27], scale-free [3], and
small worlds [93].

The agents in the time evolving model are the nodes pi of the social network,
.P; g/. Each agent pi has as attributes an array of ıBi (ıBi 2 Œ0; max.ıB/�I 8i 2
N�; i � n), an array of ıCi (ıCi 2 Œ0; max.ıC/�I 8i 2 N�; i � n/ and a rate of
memory decay, di (di 2 Œ0; 1�I 8i 2 N�; i � n/. Since in this model the memory
of a node is not represented numerically (the absence of a production function), the
rate of decay will transfer to the exchange process: meaningful information has a
rate of decay decreasing from the most meaningful and noise has the rate of decay
di D 1.

The agent chooses the value of ıBi after inspecting the number of nodes in Zi that
are identical to the ones in its own informational set, Yi: the higher the number of
identical nodes, the higher the value of ıBi. He also chooses the value of ıCi after
inspecting the number of nodes in Zi that are non-identical to the ones in Yi: the
higher the number of non-identical nodes, the higher the value of ıBi.

There are two types of directed interactions/exchange in the network: (1)
signaling; (2) search for information. The agents choose randomly to either signal
or search for information at each time step t.

Given the informational map .Yi; h/ of the node pi, when the node sends
information (a signal), this signal is a .Zi.t/; hjz.t// subset at time t .t 2 N�/. The
sender pi chooses a cost ıCi > 0 of signaling to pj. He also chooses an ıBi > ıCi

(incentivized signaling). For the receiving node pj; the cost of receiving this signal
is zero .ıCj D 0/ and the benefit ıBj can take any value between 0 (when it is noise)
and the maximum value of ıBj (very meaningful information). The agent pj chooses
the value of ıBj from its own array.
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When the receiver pj searches for information from the node pi, it invests a cost
Cj > 0 and receives a benefit Bj > 0 (it does not search for noise). The general
condition for incentivized search is that Bj > Cj. The information exchanged in this
case is another (Zi.t/, hjz.t/) subset at time t. For the sender pi in this situation, the
cost is zero (Ci D 0) and the benefit Bi can take any value between 0 (the node
does not benefit from giving away the information) and the maximum value of Bi

(the sender can also benefit from giving the specific information, as in the case of
signaling). The agent pi chooses the value of Bi from its own array.

As initially defined, the corresponding values of the edges gij at time t are wij.t/.
Having a certain initial topology of the social network (and not “growing” the

network) implies that the connected persons have already exchanged information,
while those that are not connected do not know about the existence of each other.
The values of the initial edge weights wij.0/ (for t D 0) are assigned as following a
fitted distribution.

The inventory of exchange under this theoretical framework is represented by
a cumulative function of the repeated informational exchange between any two
nodes. Edges are information as well and the weight of an edge after 1 time step is
defined by:

wij.0/C .1 � di.1// � .ıBi.1/ � ıCi.1//C .1 � dj.1// � .ıBj.1/ � ıCj.1//

D wij.1/; i; j 2 N� (3.1)

where all measurements are information. Or, in general form:

wij.t � 1/C .1 � di.t// � .ıBi.t/ � ıCi.t//C .1 � dj.t// � .ıBj.t/ � ıCj.t//

D wij.t/; i; j; t 2 N� (3.2)

After a number of time steps t, we look at the values wij.t/ for each edge. We also
extract the values ıB exchanged and compare them relatively to wij.t/:

�.t/ D

"
tX iX

ıBi.t/C
tX iX

ıBj.t/

# ,"
iX jX

wij.t/

#
; 8i; j; t 2 N�

(3.3)
This comparison (the value of �) will show how much of the information

exchanged has a high semantic dimension and how much is noise over the entire
social network. Performing these comparisons for each of the three topologies as
well as for different time steps, t, we can determine if and perhaps how the topology
matters for semantic emergence. Higher values of � show that more semantic
information has been exchanged in this network. Also, comparing the values of
the ratio at different time steps t will show if the model is sensitive to time.

This theoretical framework and model description represent a proposal for study-
ing heterogeneous informational flows or information exchange as an alternative
to information models that are quantified by the amount of information, instead
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of the value of information. This is obviously a very crude, toy representation of
how such exchanges or “trades” of information happen. But with the power of
computational models, we can step further into understanding whether patterns of
trade or markets for information can occur given that each of the living organism
has a unique experience and way of interacting with the world.

Current literature avoids the analysis of complex problems such as heterogeneous
information and semantic interpretation of information diffusion due to the difficulty
their nature poses to standard methods.

The theory and model outlined in this paper have the purpose to look for semantic
emergence. This is not a model of information diffusion. Usually, information is
analyzed in relation to time and uncertainty [42]. While this theoretical model leaves
uncertainty aside, better insights surely can be drawn from analyzing information
exchange by adding heterogeneity and time.

Perhaps the most important plus that can be added is the cognitive modeling
of the agents as producers of information and learning agents. This will no doubt
provide significant insights into the emergence of semantic networks.



Chapter 4
Constructed Language Versus Bio-chemical
Communication: An Agent-Based Model
and Applications

4.1 Communication and Morphogenesis: Cellular
Beginnings

The movement of information is the basis of biology. Life happens and creatures
evolve because information is transferred [94].

If we are truly looking at a fundamental research of communication, we need to
address an epistemological problem: how do we connect the subjective phenomena
with the objective existence? All phenomena arise initially from sensory informa-
tion or from memory of such information; in the cell, this includes information
from the environment plus genetic information. Variation in genetic information
is ex-ante, variation in cognitive information is ex-post. We know from cell
morphogenesis research that there are two types of memory: genetic/physical and
cognitive/symbolic [65].

Rene Thom, who was the proponent of catastrophe theory, also looked into
more depth into problems of morphogenesis and origins of language, particu-
larly into parallels of biological morphogenesis and semantics [88]. In the same
tradition as Turing’s seminal work on morphogenesis, Thom attempted to show
that morphogenesis can be described mathematically and that languages can be
described mathematically and morphogenetically as well. Thom also relies on
previous work on morphogenesis that had been done by Waddington on creodes
and stable processes in genes and cells [92].

To understand Thom’s theory better, we need to think morphogenetic processes
and morphogenetic fields in terms of stability and stable processes. In this way,
morphogenesis “works” somewhere on an edge of “chaos” and “order,” to put it in
Stuart Kauffman terms [48]. Thom is also advancing the idea that a morphological
process is a semantic model and “a kind of generalized m-dimensional language,”
and language is a subset of this, with just one dimension [88].
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4.2 Adaptation and Selection in Communication

Another important question to ask ourselves is what is the difference between
language and reality and between language and subjectivity?

These questions are not asked solely for the purpose of an exercise in abstract
thinking. We use language in order to describe and understand our own reality and
we know that language and context are intricately linked together. Similarly, we
use language in our own contexts and biases and the use of languages reinforces
or dismantles some of these biases and therefore our use of language tends to be
highly subjective as well. For example, an engineer is most likely going to shape his
or her world view through the personal experiences of working with exactness and
usefulness, and interpret the language through this lens. Similarly, someone born
in Germany is more likely to shape his or her worldview and biases through the
German culture. This is true for the human species, but to some extent it is true
for any other living being on Earth—if this being is communicating with chemical
signals, then the chemical reality around its physical space is going to be influential
to its communication and its “language” or chemical signals, on their turn, are going
to be shaped according to how it has adapted and survived its immediate physical
context.

In human languages, the most stark evidence of language selection given the
reality and subjectivity contexts is given by the disappearances of languages
simultaneously with the disappearances of cultures. Currently there are some efforts
to digitize and record the nearly extinct languages for future generations. The fact
that the number of languages in the world is shrinking seems to be an irreversible
trend, in line with our more globalized, more integrated world. As with any other
aspects of our lives that go extinct, particularly the plant and animal species that
go extinct, so do human cultures and human languages. There is even a dedicated
word—“linguicide”—that depicts the death of a language that occurs once the last
native speaker has died.

The language loss has been correlated with economic growth, perhaps due to the
fact that economic growth is also correlated with globalization and the increase in
urban population and cities.

The fact that languages evolve is as inexorable as the evolution of our society.
The efforts to preserve languages, and cultures, can help record the evolution of our
civilization, of our history of subjectivity and meaning and hopefully also give us
more insights into the future of our communication as an intelligent, cultural species
that constantly evolves and adapts economically, socially, and biologically.

The concepts of adaptation and selection from evolution and complex systems
are somewhat similar to the concept of efficiency and competition in economics.

The fact that human language is an emergent phenomenon is quite largely agreed
upon by the linguists and the other scientists researching language. But human
language is not only an emergent phenomenon, arisen from endogenous rules
and many years of practice. While this has been true for most of human history
and civilization, in the past couple of centuries we had experts and scholars and
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academias in the Western world that would impose rules of usage of the language
and rules of writing. The dictionaries were born from the need to standardize and
design parts of the language for proper usage.

This did not happen for all the languages—most of the human languages did
remain embedded in their cultures and the smaller or more isolated the culture, the
less likely it was to be influenced by experts and the imposed rules of usage and
writing. In many ways, the imposed rules of language by the experts were more
than guidance and these spurred new questions about the evolution of language,
such as: How much design and how much evolution? How much preservation in
language and why? Should we preserve our language as it is or just let it evolve?
Can we preserve it at all? The evidence of the rate of dying languages versus the
preservation efforts shows that we are certainly losing more than we will ever be
able to preserve in human history, and thus there are languages that will never be
recovered or ever used again.

Similarly in animal species, cultural transmission can cause variation in behavior
within a species. It is not enough though simply to demonstrate that animals in one
place, or one group, behave differently to those in other places or groups. Environ-
mental variation can also produce differences in behavior between communities in
several ways. For instance, if animals can learn a behavior with no social input,
then in places with a particular food or tool present these may get used, whereas
their use will be absent from communities where the necessary food or tool does
not occur. This behavioral variation is not culture; it results from individual learning
in different ways on their own. Genetic variation can also lead to differences in
behavior [94].

But what is the difference in selection and adaptation between human languages
and animal “languages”? Do animals have a very efficient language or a language
that is more efficient in the exchange of information than humans do? Do humans
have more noise and therefore more quantity of communication in their language?

One situation when we had to communicate in the most efficient and most
meaningful way has been when we had to transmit “the essence” of our culture
and language into the Universe, to an unknown destination and unknown recipient,
through the Voyager and Pioneer plaques. When Carl Sagan had the idea of
transmitting the most essential features of our culture and civilization through
these space probes, humanity had to come up with the most universal, general
but also most meaningful messages, encoded as words, mathematics, sound and
images—basically in all means of information transmission we currently have.
These messages still contain some of the most essential means and meanings in our
civilization and therefore very efficient, condensed, and meaningful information of
our humanity. The big question is: can someone else decode it, understand it, and
react to it or is it doomed to remain purely subjective to our human context?

At a smaller scale, we know that ideas spread faster between people that
understand each other’s biases (that share similar cognitive bias). If such bias-in
other words, subjective context-is not shared between the sender and the receiver,
then is the same “meaning” of information being exchanged or is the information
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exchanged actually conveyed with different meanings? And how much of the
meaning versus the means of information is actually used for adaptation and
selection of communication by either the sender or the receiver? Is it possible
that the mode of storage and transmission of information is actually even more
important than the meaning of information for selection and adaptation processes? Is
the mode of transmission and storage the one that actually determines information
meaningfulness and interpretation due to adaptation and selection mechanisms of
the receiver?

Lera Boroditzki showed that language does change behavior [10] and Steven
Pinker showed that grammar (language structure) and language evolution are shaped
by the transmission protocols and conventions of communication that are also
shared by the sender and the receiver [67]. In other words, we need to pay attention
not only to the adaptation and selection of the words and messages, but also to the
adaptation and selection of the means of communication and to make the problem
even more complex, the two are inexorably linked together.

The way we think about this problem has deep consequences into the way
we think about social behavior in organisms and economic behavior in humans.
Communication does not only help us act, but the way we use communication
shapes our beliefs and therefore our actions; which came first, communication or
action? Our decisions informed by our language or our actions are informing our
language and our decisions as well? The answer is, of course, both.

We observe this coevolution of the means and meaning of information exchange
not only in human languages, but also in the abstract languages and computer
languages as well—the usage and adoption of a language is reshaping the language
syntax and coding norms. And at the biological, fundamental level, memory that is
encoded in more senses will live longer (“living” information than information that
is simply stored in one type of information recording)—for example, memories that
we encode visually and olfactory will remain with us for a very long time.

4.3 A Basic Agent-Based Model of Communication

Communication is one of those versatile processes that can be as heterogeneous
as the agents and as adaptive and evolving as they are. One way we explored
some of these ideas outlined above at the University of Maryland is through a
mathematical (theoretical) model that includes the properties of heterogeneity and
subjectivity of information, described in the previous chapter and then through
a computational model (simulation) where we could track different fundamental
scenarios of communication. We created a model of communication (information
exchange) that can be adapted to cells interaction, organism (animal) signaling,
humans languages, human and computer interactions and we showed the differences
between organisms that have the ability to change the rules by which they exchange
information (decision) and organisms that only react to information stimuli.
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Some of the earliest research on semantics and meaningful communication
started in the early stages of the AI research. One such example is the work
of Ronald Brachman, who developed at Yahoo the early models of semantics in
networks and even a computer language for including semantics in the exchange of
information, called KL-ONE [12]. This was one of the oldest ontological languages
(knowledge representations) and it included deductive reasoning in order to discover
new information about the ontology.

Before natural language processing and before current machine learning tech-
niques that are processing texts and language, a precursor for modeling language and
communication has been the niche field of mathematical linguistics. Mathematical
linguistics has been more concerned with modeling human language in a structured
form in such a way that any sentence could essentially be “translated” into math
and performed mathematical operations upon it [57]. In other words, mathematical
linguistics is attempting to discover a meta-language of languages or a universal
language. This is quite different from the information theory model from Shannon,
where information, not linguistic syntax, is being quantified.

Our model presented here is abstract and general enough to assume from the
mathematical and computational viewpoints a similarity between the connections in
the brain and the exchange in the market; prices are only a subset of information
and trade is only a subset of pairwise connections.

4.3.1 What is the Agent-Based Model?

This model is an implementation of the research design described by the previous
chapter and seeks to model information exchange between multiple networks.

As mentioned before a few times, economic theory is generally based on the
assumption that information is a homogenous good with non-rival and excludable
properties. This model creates a more realistic depiction of information by allowing
for “near” non-rival, “near” non-excludable, and heterogeneous representations
of units of information, referred to in this model as “memes.” The model may
consist of either two or three networks, depending on user specifications, and
with each network representative a distinct language, such as biological, social, or
computational. Memes can be “learned” either from the environment or through
interaction with other language networks. Memes can also be forgotten over the
course of the model run, allowing for a degenerative process to information
retention, or they can be strengthened, allowing for the possibility for a meme to
gain significance to its network over time.

There are three main goals of this model: (1) To show the difference in
communication between biological, social, and computer networks. (2) To show
how fundamental economic models of information can be implemented into biology.
(3) To provide a model with which other researchers can explore intuitively various
scenarios of communication.
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4.3.2 How it Works

The memes are created based on the number of language memes and probability
sliders on the interface. This first slider determines how many memes each network
will possess. The second slider determines the probability that a link will form
between any two memes in the same network, based on the Erdos-Renyi model
for generating random graphs. Essentially, a given meme will attempt to form a link
with every other meme in its network, but will only be successful if the probability
is satisfied. For the purposes of visual clarity, each language network is a different
color and clustered into a different quadrant of the NetLogo grid (see Fig. 4.1).

Communication between the networks: In this model, one network is designated
as “O1” while the second is designated as “O2.” When a third network is
instantiated, it is designated as “O3.” Upon setup, one of these networks is assigned
as the signaler network. Whichever network is the signaler will attempt to send
information while the other network will attempt to receive information. At the end
of each model tick, the designation for “signaler” will switch. In effect, this allows
the language networks to take turns attempting to send and receive information.

The communication method chooser on the interface determines the manner in
which the networks will attempt to acquire information. A detailed description of
the function of each option on this chooser can be found under Sect. 4.3.3.

The number of networks chooser allows the user to select either “two” or “three”
networks to be created at setup of this model. When there are two networks, each
will take turns being either the sender or the receiver. When there are three networks,
the sender and receiver will be randomly selected at each tick of the model.

Fig. 4.1 The NetLogo interface of the agent-based model
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In this model, information is exchanged in the form of subnetworks consisting
of 1–10 memes each. Successful communication of a subnetwork, S1, is contingent
upon a cost–benefit analysis based in economic theory. Below is a description of
how the costs and benefits of communicating are calculated for the signaler and the
receiver.

The cost to sender is the number of memes in the subnetwork divided by the
number of memes in the sender network. The benefit to sender is the number of
actual links of the subnetwork to the sender network divided by the potential links of
the subnetwork to the sender network. The cost to receiver is equivalent to the value
is equivalent to the search-cost slider on the interface. It is a fixed value determined
by the user. The benefit to receiver is the number of potential links created between
the subnetwork and the the receiver network divided by the number of potential
links between the subnetwork and the sender network.

Forgetting weak memes is a simple switch to turn the degenerative process on
or off for all networks. When this switch is on, the memes in each network with
the least number of links will die and their links will be removed from the network.
This switch represents the process by which information and language can be refined
through the process of having inessential memes pruned from the network.

Strengthening memes is a simple switch to turn the process for strengthening
links on or off. When this switch is on, a random set of memes will be allowed to
acquire more links to their network. The number of memes that are strengthened
each tick is determined by the memory retention formula.

4.3.3 How to Use it

To use this model, the user should first select the number language memes and
probability values desired from the sliders on the interface. The number of networks
chooser should be used to designate how many networks will be created. Then, by
clicking the setup button, the appropriate formulation of language networks will be
instantiated.

The user can then use the communication method chooser to determine how
the two networks will attempt to exchange information memes. It is possible to
adjust this chooser for each tick of the model by only clicking the go button once.
However, to choose one fixed method of communication for the entire model run,
the user should use the go forever button. There are four possible selections under
the communication-method chooser; respective functions are as follows:

• Random: Choosing this option will allow each language network to randomly
choose between one of the three communication methods below for its turn.

• Send-and-receive: This option will result in the network designated as the
signaler to randomly choose a subnetwork of memes (1–10 memes total) from
its network and attempt to send it to the network designated as the receiver to be
incorporated into the latter’s network. The subnetwork will only be successfully
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communicated if both language networks find the benefit of communicating to
exceed the cost.

• Environmental-learning: This option allows whichever language network is
currently designated as the receiving network to acquire a subnetwork of memes
from the environment. When this option is selected, a random collection of
memes is created in the environment (1–10 memes total) and which will attempt
to join the receiving network. This is only successful, however, if the benefit of
adding these memes to the receiver network is greater than the cost.

• Selective: This option represents a language network with the ability to selec-
tively choose to incorporate either a subnetwork from the signaler or a sub-
network randomly created from the environment. To do this, the benefit of
the signaled subnetwork is compared to the benefit of the randomly created
subnetwork. Whichever has the greater benefit will be incorporated into the
receiving network as long as the cost is still outweighed.

The two graphs, Communicated language and Net Benefit of information, allow
the user to track the results of each model run and compare the results under various
conditions.

4.4 Communication Scenarios and Measurements

Future versions of this model might implement more than three language networks.
The significance of this expansion would be to investigate how communication
changes as the number of information networks increases.

Another future version of this model might allow multiple language networks
to communicate information simultaneously, with only the most beneficial subnet-
works being successfully communicated into receiving networks. This expansion
might reveal insight into the methods of communication between groups, rather
than just binary exchanges of information.

Here are a few case studies based on the behavior of the model relating to
different communication scenarios.

4.4.1 Cases in Biological Communication

1. Keeping the communication method at random, reducing the search-cost to
0.005, number of networks to 3, language memes to 100, probability 0.5, forget
weak memes turned on, and turn off strengthen memes. The model shows natural
selection at work, and how species can have unfavorable characteristics in certain
environments and are unable to compete, and eventually lead to extinction (this
is the purpose of forget weak memes being on).
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2. When you turn off forget weak memes and strengthen memes, and you put the
probability to 0.3, and you put the search-cost at 0.001, have the communication
on random with three networks and 100 number language memes. Having this
setup allows for one network to always completely surpass the other networks.
However, the other networks do not totally die off. This is similar to how natural
selection works on two different traits before there is a divergence in species.
This time, it is not that the animals with unfavorable characteristics simply die
off. Rather, this can show how the species diverge with different characteristics
over time. They continue to proliferate (one may be proliferate more), but they
do not compete.

3. Having the communication method as send-and-receive, turning off forget weak
memes and strengthen memes, search cost at 0.001, three networks, 100 language
memes, and a probability of 0.1 can show the randomness of diffusion. Often
times after pressing “go,” nothing may occur but energy will be spent. In the
same way, facilitated diffusion is random in the sense that energy will be spent
to bring the molecule across a gradient, but the individual molecule has random
movement, and can move anywhere—even away from target destination.

4.4.2 Cases in Human Languages

1. The “base” case for how humans communicate with each other can be modeled
by selecting two networks, send-and-receive communication, the forgetting-
weak-memes switch off, and the strengthen-memes switch on. Under these
configurations, both networks grow rapidly as they encounter and incorporate
memes from the other network since both are actively attempting to communicate
with each other. Both networks also end up with a roughly similar amount of
acquired memes, a sign that the communication has been mutually beneficial.

2. Another type of human communication occurs when the two people in question
to not share the same language. In this case, although both may be attempting
to communicate, it is still difficult to convey meaning. This can be modeled
by selecting two networks, environmental-learning, the forgetting-weak-memes
switch off, the strengthen-memes switch on, and a high search-cost. The
high search-cost represents greater difficulty in extracting meaning from the
environment, as one might feel in a country that speaks a foreign language.
However, human communication in an environment in which the language is
understood can be modeled by selecting two networks, selective communication,
both the forgetting-weak-memes and the strengthen-memes switch off, and a low
search-cost. In this case, the two language networks have a choice between either
extracting meaning from the world around them or learning from each other. With
the search-cost low, we can represent an environment in which the person does
not have to struggle to understand (i.e., they are fluent in the language).

3. Another interesting case occurs if we set the model to run with two networks,
selective communication, the forgetting-weak-memes switch off, the strengthen-
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memes switch on, and a low search-cost, but only run this model for 10 ticks!
At this point, one of the networks may have acquired more new memes than the
other. By then switching the communication method to environmental-learning
and clicking the go-forever button, we see a huge increase in the number of
memes that the networks acquire. This represents an agent that is fluent in one
language (the selective communication stage), but then is suddenly exposed to
a new language (environmental-learning). At this point, the agent’s language
network grows rapidly, just as can be seen when a person is immersed in a foreign
language. Human usually learn a new language most efficiently if dropped right
in and forced to adapt, as can be seen in this model. In addition, by being exposed
to a new language, human knowledge grows expansively over a brief period of
time.

4.4.3 Cases in Computer Science Communication

1. The agent based model can be used to demonstrate different types of machine
learning techniques. For all of these algorithms, the forget memes switch must
be turned off and the strengthen memes switch must be turned on since we are
dealing with computers here. The supervised learning technique in which the
computer is presented with example inputs and their desired outputs known as
the training data can be modeled by using two networks and selecting the send
and receive communication option because the computer learns from only the
data that is fed to it. The probability slider can be a good measure of data size
variation since more the information fed to the computer, higher is the probability
of number of links within the example input. The size of the training data set
can be controlled by sliding the probability pointer which demonstrates that
the learning curve grows faster with more accuracy (both networks converge
throughout the curve) as we go on increasing the training data set size. The
unsupervised learning technique wherein no labels are given to the learning
algorithm, leaving it on its own to find structure in its input can be modeled by
selecting the environmental learning option and keeping the other settings same
as above. The resulting curve is diverging can be used to determine data patterns
and groupings.

2. Another case will be considering the memes as information packets in the
internet connections by using the send and receive method. We can demonstrate
the case of multiple hosts on the internet by selecting three networks in our
model. Strengthen memes switch should be turned on to account for packet
re-transmissions and duplication in TCP (Transmission Control Protocol) type
connection oriented communication and the forget memes switch should be
turned on to account for packet drops and losses in the routing paths while
demonstrating UDP (User Datagram Protocol) type non-guaranteed datagram
delivery. The results show that using the settings for TCP protocol, the communi-
cation between the client and server is slow (more ticks required) though most of
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the information is exchanged accurately, whereas in the UDP case, the three host
curves are highly diverging showing loss of information and inaccuracy but the
communication has low latency as the communication takes less time in terms
of ticks. It can also be seen that the net benefit of information is much higher in
TCP than in UDP which verifies that TCP connections are more reliable. This
provides an excellent demonstration of the differences between TCP and UDP
transport layer protocols.

3. The dynamics of use of different programming languages can be modeled
choosing a very high search cost justifying the fact that it is very costly to
migrate software applications and infrastructure from one language to another.
In any run, one of the languages shows swiftly and extensively increasing trend
while the weak languages either reach a stagnant state or slower growth. This
explains that at any given time, the most popularly used programming languages
keep gaining even higher popularity consistently showing a large gap between
the older sparsely used coding languages.

4.4.4 Some Interpretations and Overview of the Model

As I have mentioned before, Shannon is well known for laying out the foundations
of information theory several decades ago. Every model of information diffusion
and information exchange has essentially followed Shannon’s theory of quantifying
information and information exchange as sender-message-receiver. But in the nat-
ural and social world, information is essentially characterized not only by quantity,
but also by subjectivity, individual interpretation and meaning, characteristics that
have been largely left aside from the information diffusion models, including
many social and biological models of information exchange. This research revisits
Shannon’s theory and shows how we can model and quantify subjectivity and
meaning in information by using principles from the economics of information. It
also shows how, using an economic approach, we can model internal adaptation
and selection communication mechanisms both for the sender and receiver. We
show that these mechanisms, under specific conditions that replicate physical and
informational/cognitive decays in DNA, lead to communication emergence. The
simulation results are validated with previously published laboratory experimental
results of the cAMP gene signaling effects, gene that is responsible for signaling
in cell morphogenesis. Therefore our model, or at least our economic approach to
modeling signaling and communication, can help molecular biologists advance their
understanding of signaling effects in morphogenesis or signaling effects in gene
sequencing. This model can also advance the new developments in the field of DNA
digital storage.

The literature that ties economic analysis with communication in the biological
world is sparse. An interesting economic model of animal communication is
described in Bradbury and Vehrencamp [13], which shows the dependence of
the cost and benefit of information exchange between animals. On the contrary,
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Table 4.1 The parameters of
the agent-based model

Parameters and parameter values in simulation

No. memes n 2 Œ1; 100�

No. networks N 2 f2; 3g

Prob. connection p 2 Œ0; 0:5�

Search cost c 2 Œ0; 0:01�

Memes decay (�) on/off

Memory retention (R) on/off

work by Jakob Bro-Joergensen [15] shows that animal communication cannot be
viewed only as an economic process. It is argued that animal signaling depends on
environmental fluctuations and signals may be repeated in spite of the cost/benefit of
repetitive signaling. An influential study by Pollard [68] exemplifies this evolution
of communicative complexity in animals by taking specific case study of sciurid
rodents.

In the model we developed, units of information are referred to as “memes” [22]
and are represented as nodes in a network. Each meme is linked to others in the same
network based on the Erdos-Renyi model for generating random graphs [27]. In this
way, all memes have a homogenous probability of being linked once to every other
meme in its network. The user can control this standard probability using the slider
on the interface of the model. To aid in the visualization of these two networks, each
colored differently (red for organism or network O1, blue for organism or network
O1, and yellow for organism or network O3, in the case of three networks) and
memes of a common network are clustered together on a quadrant of the NetLogo
grid. The parameters of the model are presented in Table 4.1.

With these simulations, we are tracking the emergence of communication in
pairwise interactions between cells or organisms using a computational, agent-
based model. We are using economic concepts of information exchange, network
topologies, physical decay, memory retention in a computational model of pair-
wise interactions. We are looking at four different scenarios of communication:
cell–cell (organism–organism), cell (organism)–environment, random between cell
(organism)–environment and selective between cell (organism)–cell (organism).
Our agent-based model shows that with any identical two cells or organisms
that communicate, the “selective” method of communication leads to more com-
munication and more information exchange in the system (see Fig. 4.3). The
selective method of communication is based on a choice of communicating with
the other cell (organism) or with the environment, given the highest expected
net benefit of communication. Our model also shows that cells (organisms) that
initiate communication are the ones that survive the longest and that develop larger
ontologies.

These results hold even when we scale up from two to three cells (organisms)
and are independent of initial conditions and not sensitive to any parametric values.
In essence, we show that a simple theoretical variation of the state-of-the-art models
of communication (instead of focusing on the sender-message-receiver framework,
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we focus on the heterogenous process of information exchange) makes possible the
detection of emergent signaling/communication.

We are validating our model with data on cAMP, which is the molecule that
controls for signal aggregation, hence communication; as cells aggregate, high,
continuous levels of extracellular cAMP functioning through the cAMP receptors
activate a transcriptional cascade that leads to cell-type differentiation and morpho-
genesis. Cell movement and cell-type-specific gene expression during development
are regulated by cAMP, which functions both as an extracellular hormone-like signal
and an intracellular second messenger. We therefore suspect there is a close link
between pairwise information exchange, as shown in our model, and morphogenesis
and that the activation order of genes in morphogenesis is highly dependent on their
communication.

The main goal of the computational model was to detect emergence from
attributes and behavior rules and not from initial conditions, given these simple,
economically altered rules of information exchange.

The analysis of the data from the computational model shows that implementing
economic concepts of benefit and cost of communication that are heterogeneous
for identical/informationally similar cells or organisms leads to one method of
communication (selective described above) to be responsible for the most interesting
behavior in the system. These results hold even when we scale up from two to three
cells (organisms) and are independent of initial conditions or any other parametric
(search cost, number of nodes, etc.) values.

The data from the model includes 16 combinations of scenarios (4 communi-
cation methods, forget and memory on/off), using a full parameter sweep for the
probability and search-cost parameters in each of these scenarios.

Communication “happens” in 97% of the attempted simulation cases when the
agents communicate only with the environment, in 65% of the cases when they
communicate only with each other, in 60% when there is random choice between
environment and peer communication and only in 32% of the cases when there is
selective communication activated.

4.4.4.1 Power Law

The first check was whether the Zipf distribution holds for the communication
produced and exchanged in these simulations [83, 100]. Only the selective scenario
of communication with both memory strenghening and physical decay (on/on
switches) yields a power law distribution, therefore closer to the natural language,
while the other scenarios do not (see Fig. 4.2).

The data with respect to the value of the nodes (the net benefit of communication
at each time step) was binned in 100 bins and plotted on a log-log plot of rank and
size.

p.x/ D Cx�˛; (4.1)
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Fig. 4.2 Power Law distribution of communication in each scenario. In a log/log plot where the
data was binned in 100 bins, the selective method of communication with on/on switches shows a
power law distribution of communicated memes, while the other scenarios do not

where p.x/ is the probability distribution of x, x.t/ D ıB.t/ � ıC.t/ individual net
benefit of communication at each time step; ˛ D 2:36 and xmin D 0:12.

The power law tests for the actual number of memes/nodes exchanged at each
time step did not show any power law distribution closeness with respect to the
actual number of memes. While power law distribution was found for the values
of the memes, one inference that can be made is that the “meaning”/value of
information is potentially one of the drivers of the Zipf regularities in natural,
organically developed communication.

4.4.4.2 Entropy

In these models, communication is being produced and exchanged with the same
probabilities. Therefore a true Shannon’s entropy measure would be irrelevant for
each network or scenario of communication—the full parametric sweep records data
on all range of probabilities. The best proxy for information event probability we can
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Table 4.2 Average entropy values for each scenario

Scenario: Selective Random Network–Envir. Network–Network

Average entropy 0.63 0.01 0.14 0.11

calculate with any meaningfulness is the measure of the net benefit per observation
(x from above) relative to the network probability of connections (density):

H.t/ D �ŒıB.t/ � ıC.t/�=p.t/ (4.2)

where p is the parameter in Table 4.1.
The values of the entropy for each of the four scenarios are given below (see

Table 4.2).

4.4.4.3 Quantitative Communication

Figure 4.3 shows the communication results over the entire parameter sweep.
The selective communication scenario is the one that has the highest means and
variances of communication both in the number of memes communicated and in the
number of memes/nodes in their networks.

4.4.4.4 Value of Communication

As the focus of these models has been on the value of communication, the net benefit
of communication is also singled out as the highest means and value range and for
the selective method of communication (see Fig. 4.4).

Therefore the selective method of communication is the most distinctive one for
both the amount and the value of communication exchanged in this system.

4.4.4.5 Life Time of Communication

The selective communication also shows a slightly higher mean and range of life
span for the communicating networks than other scenarios (see Fig. 4.5). This is
quite an interesting result, as it shows how information helps offset slightly the
physical decay of the networks, which is constant for all networks in the system.

Another result that we also observed is that forgetting is stronger in effect than
memory strengthening.
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Fig. 4.3 Individual communication in each scenario. The selective method of communication
shows the highest mean, median and variance than any other method of communication for each
network
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Fig. 4.4 Individual communication in each scenario. The selective method of communication
shows the highest mean, median and variance than any other method of communication for the
value of communication

4.4.4.6 Sensitivity to Initial Conditions

The model was also slightly adapted so that we can control for which network starts
communicating first and re-did the parameter sweeps with either network O1 and
O2 as the initial signalers and we found that the model results presented above are
robust to initial conditions. These results hold in three networks scenarios too.

This model is using the widely accepted computational technique of agent-
based modeling in social science and economics. It shows that a simple theoretical
variation of the state-of-the-art models of communication (instead of focusing
on the sender—message—receiver framework, we focus on the heterogenous
process of information exchange) makes possible the detection of emergent sig-
naling/communication sequentially.

While the analytical model sets a simple graph based theory of communication
by incorporating quantitative measures of value borrowed from economics in
heterogeneous networks, the computational model explores various scenarios of
communication where information exchange is repeated and subject to a few extra
parameters and settings that would bring the information exchange model closer to
real communication in biological and social networks.
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Fig. 4.5 Individual communication in each scenario. The selective method of communication
shows the highest mean, median and variance than any other method of communication for the
value of communication

The computational model shows that given any identical two networks that
communicate, the selective method of communication leads to more communication
and more information exchange in this system. This selective method of communi-
cation is based on a choice of communication between the other network and the
environment, given the highest expected net benefit of communication. This means
that networks (organisms) that have the ability to change the rules by which they
interact develop informationally differently from networks (organisms) that only
react to stimuli. And it also shows that overall this type of communication is more
beneficial for the system of networks (organisms) overall, making communication a
collective good.

These two models show that implementing economic concepts of benefit and
cost of communication that are heterogeneous for identical cells (organisms) and
simultaneously implementing physical decay and memory (information) retention
leads to one method of communication (selective described above) to be responsible
for the most quantity of information exchanged in a system and retained by
the cells (organisms). These results hold even when we scale up from two to
three cells (organisms) and are independent of initial conditions or any parametric
values. Therefore a simple theoretical variation of the state-of-the-art models of
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communication (instead of focusing on the sender—message—receiver framework,
we focus on the heterogenous process of information exchange) makes possible the
detection of emergent signaling/communication sequentially.

The problem of biological and social communication and the findings of our
models are relevant to the immunology and genetics communities regarding the
signaling sequence and gene activation in cells, as well as to trust and reputation
networks research in social sciences.

Future work on this new approach to information exchange includes computa-
tional models of other network topologies, as well as scenarios of communication
when the pairwise communication is attempted between networks that are originally
informationally different.



Chapter 5
Intra Versus Interspecies Communication:
Boundaries and Advances

5.1 Boundaries in Communication

I believe we are moving towards a more integrated science and view of behavior
in social and biological systems, where we are less focused on the boundaries
between the systems and sciences, but are rather tracking and studying behaviors
across systems and species. For example, we are more likely to get insights into
the origins and evolution of emotions when we are look not only inside our brain
or within our understanding of cognitive and psychological sciences, but when if
we try to determine rudimentary or basic emotions in other species, as lower as we
could possibly get down on the evolutionary scale. For example, some of the latest
research on the sentience of various animals shows that emotions can be detected
even in insects such as bees [6] and some controversial research mentions even
plants as having some basic emotions such as fear or pleasure.

The tracking of a process, phenomenon, or behavior across all spectrum of life
possible (or, better said, across the entire taxonomy) is quite exciting and potentially
more revealing of our human behavior than studying ourselves alone.

A very good question is whether the gender can alter the information exchange
both in animals and in humans. At large scale, matrilineal transmission of infor-
mation and culture is different from the patrilineal transmission of information and
culture. In the matrilineal transmission of culture, most females spend their lives
in the same social group as their mother while both are alive and the daughters
stay with their mothers. This is not the same with “matriarchal,” which means
female elders have power or influence. Elephant societies are both matrilineal and
matriarchal, while the large toothed whales live in matrilineal societies [94].

Another boundary of communication is given by the environment or the ecology
where the individual and the group live. Cultural transmission can cause variation in
behavior within a species [94]. For example, environments lead not only to different
body types (morpho-types) in species, but also to groups with different ways of life
(eco-types).
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“It is not enough though simply to demonstrate that animals in one place, or one group,
behave differently to those in other places or groups. Environmental variation can also
produce differences in behavior between communities in several ways. For instance, if
animals can learn a behavior with no social input, then in places with a particular food or
tool present these may get used, whereas their use will be absent from communities where
the necessary food or tool does not occur. This behavioral variation is not culture; it results
from individual learning in different ways on their own. Genetic variation can also lead to
differences in behavior” [94].

5.2 The Story of “Whale 52”: The Loneliest Whale on the
Planet

As humans, we do like to reference the animal world (the “other” animal world) to
our own and draw inferences from our own types and ways of communication and
extrapolate it to other species. But is this an accurate way—not even accurate—a
“good” enough way to look at the communication between other species?

Bill Watkins, a marine mammal researcher at the Woods Hole Oceanographic
institution (WHOI) in Massachusetts tracked the songs of a particular whale and the
geographical locations for more than a decade (12 years to be more exact) and, due
to the fact that the whale seems to “sings” out of the patterns of any other species of
whales, popular media has named it “the loneliest whale in the world.”

Some later research points to the fact that this might not be the case, that whales
change their calls and that it is not that uncommon for marine mammals to sing out
of their patterns.

The story of the “whale 52” has fascinated mass-media and popular science.
There is currently even a documentary in the making about the story of the whale, a
crowdfunding campaign (both for the documentary and to find the whale) and many
articles featured in BBC, Discovery Channel and Smithsonian. Why would a story
of a whale that is “out of its pattern” fascinate us so much?

The absence of communication can be not only painful, but also life threatening,
as it is a signal of the absence of any peers, any social environment, and any
opportunity of growth and benefit. Similarly, the presence of first communication
signals contact and the presence of a peer that we can grow with, explore with, and
benefit from. Perhaps that is why stories like “Hello world,” which signals our first
contact with computers and our first communication in a digital world, or of the
Voyager and Pioneer plaques are so touching and have become social norms and
symbols. And our mournings (and animals mourn too, such as elephants, monkeys,
and dolphins) of the lost ones are yet another example of the loss of communication
that is permanent.

On the other hand, both humans and some animal species can display “autism,”
which is a different form of communication. Due to the differences in social
behaviors and social interpretations of communication, autism is a condition that
shows how close social behavior and communication are both in humans and
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animals. Some experiments on rats showed how difficult it is to understand social
behavior in animals without the ability to properly measure it and how important
it is for scientists to pursue models and social behavior and communication
together [99].

5.3 Computational Semiotics and Biosemiotics Models

“Biosemiotics can be defined as the science of signs in living systems” [51].
Biosemiotics is an interdisciplinary field built on the idea that there are mean-
ings and interpretations at the cellular and molecular levels and that there are
interpretable signs in the organic code that should point towards some deeper,
more fundamental underlying informational processes that drive life itself and all
organisms [4]. One of the core postulates of biosemiotics is that the cells and
proteins are artifacts and not spontaneous molecules, due to the ribotype that is
responsible for the genetic code according to some natural laws that we don’t
currently fully understand.

There are, in conclusion, three major differences between copying and coding: (1) copying
modifies existing objects whereas coding brings new objects into existence, (2) copying
acts on individual objects whereas coding acts on collective rules, and (3) copying is
about biological information whereas coding is about biological meaning. Copying and
coding, in short, are profoundly different mechanisms of molecular change, and this tells us
that natural selection and natural conventions are two distinct mechanisms of evolutionary
change [4].

Semioticians and biosemioticians have been pointing towards the idea that the
origins of life itself is based on signs and meanings for a long time and that there
is a universal code that we can potentially, sometime in the future, understand and
compute in order to get a deeper understanding of these fundamental processes of
information and meaning of information [26].

An interesting approach to the development of algorithms and computational
models from semiotics has been done by Gomes et al., who took the principles of
Piercian semiotics and his fundamental model and developed a simple algorithm
to simulate the emergence of “artificial semiosis” [31]. This algorithm was not
developed or implemented into practice or a computer model, but computational
semiotics has become a field of interest during these past few years for the
development of artificial intelligence. At the core, computational semiotics deals
with autonomous intelligent systems that perform any kind of intelligent behavior,
including perception, world modeling, value judgement, and other types of behavior.

Computational semiotics is an interdisciplinary field between semiotics and
computational sciences that is particularly focused on “autonomous intelligent
systems able to perform intelligent behavior,” which includes perception, world
modeling, value judgement and behavior generation. There is a claim that most
part of intelligent behavior should be due to semiotic processing within autonomous
systems, in the sense that an intelligent system should be comparable to a semiotic
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system” [35]. Computational semiotics has great promise with respect not only
to advancements in artificial intelligence, but with respect to advancements for a
general theory of communication as well.

Vigo presents an interesting formalization of the “Representational Information
Theory and Generalized Representational information Theory” as a way to account
for informational content from the “meaningfulness” paradigm instead of just the
quantitative paradigm that is prevalent in computer science and computational
models of information [91].

An unconventional language for a long time was the one given by the symbolism
of flowers and flower arrangements. As it is the case with any other secret languages
or informal symbols that have been deeply embedded in our cultural history, flowers
and flower arrangements were able to capture a secret language to depict emotions
that otherwise would be too difficult to describe at the time [76]. The classic example
is that of the red roses to express love or of yellow flowers to express jealousy.
In many ways, flowers were the “emoticons” of an era before our digital times.
Japanese culture elevated flower symbolism to an art form, named “ikebana”.

Animals don’t have normative language and cannot ask “Why” questions or be
aware of knowledge they don’t know. They show a wide range of emotions and
empathies similar to ours, but when it comes to meta-cognition and normative
understanding, animals are very limited. Therefore a semiotic analysis of animal
signals and interpretations is strictly linked to a biological interpretation of signals
and symbols, but in humans, just like in the example with the flower symbolism,
semiotics evolves with the new language constructs or means of communication
that we assign to messages. In other words, the balance of information exchange
shifts towards the means of communication and their symbolism much more than to
the message itself.

In computer science and modern information theory, some of the newer methods
to incorporate semiotics and meaning in information exchange include develop-
ments in fuzzy logic and ontological developments and applications [52].

In our agent-based model described above, the meaningfulness of information
is quantified as the net benefit of information for each network as well as for each
information exchange (see Fig. 5.1).

5.4 Miscommunication and Deception from Cellular to
Organisms to Human Communication

As we have seen so far, communication is about the exchange of information
between any two organisms or living forms, but it does not address what type of
communication is being transmitted. For us, humans, we are quite aware of the fact
that the information exchanged might not always be the best or the most honest. But
miscommunication or deception are not human traits. Very often, communication
and miscommunication (purposefully or not) are two sides of the same coin and one
relevant question that we can ask is: Do animals lie?
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Fig. 5.1 The net value of communication in each scenario from the agent-based model

Just as communication starts cellular-at the level of the cells-so does miscom-
munication. Miscommunication between genes is called “intragenomic conflict”
and it is believed to be one of those fundamental evolutionary processes that are
at the basis of natural selection and perhaps even at the basis of the evolution of
sexes. Intragenomic conflict happens when one gene transmits genetic information
under different rules than the other genes or when the gene is transmitting genetic
information to the detriment of the genome. This process/effect is also believed to
be at the basis of genetic/environmental (phenotypic) interaction [21].

Deceptive behavior is more common in species that cooperate more [74]. While
the scientists have found lying and deception to be an evolutionary behavior that
allows individuals to form coalitions and be successful in mating and food, I
believe that the emergence of deceptive behavior in the biological world has a much
deeper meaning than this. Deception or lying ultimately means that the sender of
information or that the signaler is purposefully sending the deceptive signal in order
to gain individually from the cooperative behavior of the others in their group. In a
way, the deceptive signals function as a valuable way for individuals to intentionally
get into a bounded rationality situation where such situation might not exist. Without
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deception, the biological individual would not be able to exhibit social behavior. In
a network where there is perfect information, or where the information is bounded
only by the physical boundaries, the behavior would be entirely deterministic. And
even in the animal kingdom, where there is much less “free will” or change of
preferences than in the human world, such a nearly perfect information world
would either deem social behavior unstable or would give genetics all the power
of selection. Processes of adaptation would suffer.

Deceptive behavior can be found in most inter-species communication, such as
in predator–prey situations. It is intrinsically adaptive. But less often we can observe
deception and miscommunication inside the same species. Researchers don’t know
exactly why this happens, although many speculate that miscommunication among
the peers has the same cause as in humans—asymmetric information.

5.5 Intra vs. Interspecies Communication

Sociality and intra-species communication are highly related. Conflict and cooper-
ation behavior in animals is highly linked to communication within the species. But
what about conflict and cooperation among interspecies?

Only humans can develop “creative language”; animals cannot; but creative
language can be taught to some species of animals, like birds and apes, therefore
creating the potential for interspecies communication.

Interspecies communication has been a “holy grail” in interdisciplinary research.
One of the longest research projects in the history of our civilization, the SETI
project, has dedicated years and entire research teams to the study of interspecies
communication with the purpose of gaining insights into the search for extraterres-
trial intelligence. Interspecies communication has been a somewhat esoteric field
of research as well in communication, as many research scientists studying it have
been viewed as being on the fringe of their discipline.

In nature, interspecies communication has been observed in several species: at
the cellular level; in primates, in dolphins and dogs and of course in humans and
dogs or humans and horses or other animals.

But perhaps the species that is the most studied and researched both with respect
to communication and with respect to social behavior are the ants, who also gave
rise to a new concept in social behavior, named “eusociality.”

Elephants, like the marine mammals and the apes, are able and capable of
complex communication patterns and even interspecies communication. Accounts
of elephants mimicking human voices, technological sounds (such as truck sounds)
have been recorded and made an impressive impact into science popularization. The
website of the organization “Elephant Voices” reports that like humans, are able to
make and use tools, and show evidence of social learning, advanced acoustic, visual,
chemical and tactile communication, are able to communicate and maintain contact
with other elephants over long distances using seismic communication signals,
which they absorb through their feet, can discriminate between the voices of at
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least 100 other elephants. Their basic social unit is the family, which includes a
mother and her sexually immature offspring, they live in complex societies, that
separate and reunite based on weather conditions and food availability, their families
are led by matriarchs, who store decades of ecological knowledge that is critical
for the survival of the family unit and members through droughts, predation, and
other threats. Elephants also tend to have lifelong or long-lasting social bonds,
demonstrate socio-emotional complexities, such as empathy and self-recognition,
and display concern for distressed and dying elephants [25].

Like all highly social mammals elephants have a well-developed system of
communication that makes use of all of their senses—hearing, smell, vision and
touch—including an exceptional ability to detect vibrations. At one end of the
spectrum elephants communicate by rubbing their bodies against one another, at the
other end they may respond by moving toward the sounds of other elephants calling,
perhaps 10 km away [25]. They convey information about their physiological (e.g.,
sexual/hormonal, body condition, identity) and emotional state (e.g., whether they
are fearful, playful, joyful, angry, excited) as well as communicating specific
“statements” about their intentions or desires.

Perhaps the most interesting of all types of complex communications in elephants
is the seismic communication. According to the same website, seismic energy
transmits most efficiently between the 10 and 40 Hz-in the same range as the
fundamental frequency and second harmonic of an elephant rumble [25]. When
an elephant rumbles, a replica of the sound is also being transmitted through the
ground.

Another group of animals with very interesting and complex means of commu-
nication both intra and interspecies are the cetaceans (whales and dolphins). They
communicate with coda which are morse-like pattern of clicks, through movements
of the fins striking the water and through eco-location.

The fishing cooperatives are extraordinary interactions between wild dolphins
and humans. Perhaps the only other example of such cooperation that does not
involve capture or training is the way that greater honeyguides-small birds that live
in sub-Saharan Africa-lead humans to bee colonies using special double noted calls
and posture signals that indicate where the hive is [94].

The ideas of swarms/swarm intelligence and emergence are closely linked with
each other. Swarms have been observed in biology as a form of collective behavior
and movement (in birds, insects and fish in particular) and have been some of the
first forms of behavior simulated using genetic algorithms or agent-based modeling.
What makes swarm behavior particularly interesting is the fact that there is no
central design of the behavior, no leader to direct the crowd, the behavior is highly
coordinated and synchronous and yet there is no clear understanding regarding the
purpose of it. Unlike swarms, stygmergy is a form of self-organization that involves
indirect communication and coordination. In a way, stygmergy is also a form of
communication and coordination, as well as collective behavior, with the caveat that
the signals or the transmission of information is performed indirectly and thus can be
lagged or spatially bounded. One good example of stygmergy is the communication
through pheromones. And the current robotic and multi-agent systems algorithms
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are trying to model stygmergy even more than modeling swarms in order to optimize
their collective behavior.

The word “intelligence” in swarm intelligence is particularly misleading. It
points towards the fact that, although each individual agent follows very simple
rules of behavior and acts based only on the local and bounded environment that
is accessible to it, the global, emergent behavior is similar to the one of one entity
acting with a certain purpose. Perhaps one of the most archaic and well-known
examples of swarm behavior is the proverbial locusts invasions. Swarms act as
an individual either in search of food (locusts, ant colonies, bees) or to avoid
predators (fish schools, birds) and the swarm is generally speaking better off for
each individual than any individual could be by itself. That is why the collective
action from simple rules is named “intelligence.” In other words, in swarms, the
collective can provide better food or defense mechanisms than an individual could
on its own.

The problem of collective action in swarms is one of the greatest puzzles in
nature. We currently don’t know how this behavior forms, although we have pretty
good algorithms that are replicating it. And the second greatest puzzle about this
biological-social phenomenon is surrounding the communication of individuals that
are forming the swarms.

At the other end of the spectrum are cases of social isolations, as we saw with
respect to whale no. 52. The case of feral or wild children—that is of children
that grew up isolated from society or from human contact, and raised by animals
in the wild—constitutes a very interesting view on human communication. The
research on feral children is sparse and many of the records of feral children are
doubtful. Nevertheless, while some of these cases might have been hoaxes or given
the very few number of cases of feral children, this phenomenon sheds some useful
insights into the acquisition of language and human communication as well as on
interspecies communication in the wild. The cases of wild children throughout the
world are mostly tragic—the found children have very difficult time integrating back
in the society, learning how to speak and write and, in general, remain behaviorally
impaired to function normally among humans [53]. The sparse research on wild
children tends to be focused on the problem of “critical phase” of development
during childhood for humans to acquire language. There is virtually no research
about how humans have reestablished contact and communication with them, no
matter how little this is. But the current findings, that everyone seem to agree
on, point to the idea that children need to be integrated in the social and cultural
networks of peers for communication to develop, while the development of the
physical brain needs to be fully integrated into these networks as well. This means
that there is a physical basis for communication as much as there is a social, cultural
one. Moreover, we can infer from these cases that human, natural languages are
particularly social constructs and that assimilation into social networks requires
more than just interactions with the peers. It also points to the similarity of human
languages from these meta-cognitive aspects—there is no difference in the difficulty
to re-adapt in any of the countries that reported cases of feral children.
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While this is the case of social isolation in humans, in the case of animals,
isolation has detrimental biological effects [16]. The authors showed that social
isolations decrease lifespan in fruit fly, increase infarct size, increase stress and
stress response in rats, decrease the likelihood of recovery and survival after trauma
and, in general, in many types of animals studied (rats, mice, rabbits, pigs), social
isolation has overall very bad consequences for the isolated animal.

But what if the animal communication is also evolving, even if not at the same
pace with our communication, would it be able to catch up with us enough so that we
can start communicating together? The dogs and cats have evolved to communicate
with us, and this was done through repeated interactions, and the case of feral
children often shows how we can communicate between species in early age. Now
that we have more conservation efforts and more researchers working on these
problems and experiments, perhaps we can get closer to breaking the interspecies
communication barrier.

There can obviously be no analysis into the idea of interspecies communication
without mentioning the work and the role of SETI. Some researchers are already
proposing that the SETI studies should be focused on historic analogies based on
the transmission of ideas within and between cultures rather than on analogies based
on physical encounters between cultures [89].

Interspecies communication is not a fringe field, borderline with science-fiction.
Interspecies communication exists in the biological world all the time: think of
predator–prey situations; think of symbiosis; and think of bacterial communication.
For example, even in humans, any autoimmune disease is essentially a case where
the body is misinterpreting the information from the body and when different
subsystems of the body cannot properly communicate with each other.

A clear case of interspecies communication in bacteria was reported by Bonnie
Bassler, the molecular biologist who showed “quorum sensing” as means of
communication in bacteria, that aligns gene expressions in a similar way in which
social organisms organize collectively in groups or in swarms [5]. She showed the
mechanism through which the cells communicate in order to collectively aggregate
and invade another organism—through a signaling protein, called AX21. When
other bacteria sense the presence of AX21, they create biofilms that are antibiotic
resistant. In this way, the signal from one bacterium signals the others that there is
danger present.

But more than a signal of intra-species communication, the same molecule can
function as a signal for inter-species communication between different types of
bacteria. In fact, Bonnie Bassler showed that there is a core molecule that serves
as the common means of communication between any type of bacteria, while small
variations in the chemistry of this core molecule determine the language for each
different species of bacteria. In other words, there is a molecular core that functions
as a signal between any type of bacteria, while small variations added to this core
molecule create the different language for different species—from inter-species
communication to intra-species communication [5].
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5.6 Means of Communication Intra vs. Interspecies

Chemical communication is a very powerful way for cells and organisms to
communicate with each other in different scenarios. Chemistry has this incredible
power of combination and recombination and of including or excluding information
at a very fundamental level. DNA combination, recombination, and mutation is
essentially a process of chemical communication. After the “age of chemistry” in
communication though, life evolved to organisms that have evolved senses that are
beyond a chemical exchange: sight, hearing, seismic perception, infrared vision,
and so on. The evolution of these analyzers in living organisms has enabled them to
communicate in a way that did not involve any physical exchange of chemicals—
communication at a distance. And the third age of communication came with
culture, while the fourth age came with language. Perhaps the fifth way is the digital
information exchange, which is also not as much a product of biological evolution,
but a product of coevolution between the human brain and language.

The latest research on communicating with plants shows that we can send
“positive” and “negative” signal s to plants and receive feedback. Examples of plant
communication are through systems of fungi, through airborne chemicals, and even
eavesdropping on sound waves.

There are lots of interesting cases of communication in the animal kingdom,
where signaling involves both sound and visual cues, but here are two examples
when the visual communication is taken to extreme—communicating with pure
light (the case of bioluminescence, i.e. fireflies) as well as when communication
is performed in extreme environments (communication of the extremophiles)
(Fig. 5.2).

A very intriguing question is about dinosaurs or extinct species communication.
In the case of extinct species—at least those ones that went extinct before we started
studying nature—biologists can only infer how these communicated and which were
the communication patterns. They do so based on the structure of the remains of
their skeletons and by association with the species that they are closest to. For
example, the dinosaurs are closely associated with birds and reptilians, therefore
scientists are inferring communication patterns that are mostly similar to the ones
of these species.

Fig. 5.2 One of the most
basic forms of
communication on
Earth—cell to cell interaction
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A very interesting way to understand how we can infer communication in
the absence of evidence is by looking at the possible patterns of communication
of extinct species. For example, the dinosaurs most likely communicated using
low-frequency sounds that were produced in their crests that had the anatomical
development that would permit them to function as sound chambers [44, 70].

Multimodal communication has evolved together with the evolution of the
sensors in biology [64]. Multimodal communication is a mix of signals from
different (or addressing) different sensors in the animal, with the purpose of
transmitting the same message or a combination of messages simultaneously. The
important findings in animal multimodal communication show that multimodal
messages have the purpose not only to enhance the original message as if it were
transmitted through just one channel or means of communication, but that they can
produce an emergent message, which is a hybrid between the original message and
the original channel of communication.

For example, researchers showed that different species of monkeys cooperate
through common signals when facing a common predator [101].

Time and again studies of animal communication have identified signals that
perform multiple functions, providing information along several dimensions simul-
taneously, information that is used in different ways by different receivers [94].

Just as in human societies, the interactions in the animal world are either cooper-
ative (i.e. symbiosis, group hunting) or conflictual (predator–prey, competition for
mating and food). Whether we are looking at individuals within the same species
or individuals from different species that are interacting for one reason or another,
animals, just like humans, interact either for some mutual benefit or, if such a benefit
does not exist, one becomes food for another or one wins the territory or the mate
over the other.

From our perspective, though, the interesting question to ask is what are the
differences between communication within the same species and communica-
tion between other species, whether this is of a cooperative or of a competi-
tive/conflictual nature. What is different in communication between other species
and the prey–predator communication?

Symbiosis is perhaps the classic example of the evolution of communication
between two different species (i.e., lichens). In symbiotic species, versus predator–
prey communication, the means of inter-species communication are internalized and
at a deeper level than the means of communication between predators and prey.

When it comes to means of communication in the animal world, one of the
most interesting species to study are the bats and the way they communicate via
eco-location. While many studies on bats eco-location focused on how they avoid
obstacles or how they find food, very recent research into bats communication
focused on the communication between themselves, in a colony [69]. This research
showed that there are very distinct and different pitch calls that can be mapped as
our human communication, with a sender, a receiver, a context for the message
and the behavior following or preceding the call. The researchers were even able
to roughly translate the calls corresponding to feeding, mating, perch, and sleep
[69]. The importance of this research though comes from the fact that for the first
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time there have been isolated pairwise calls (instead of “broadcast” call) and that
the messages have several layers of information, in another species than dolphins
or primates, that have more complex “languages”. Moreover, this research also
connects the “language” of the bats with their social and collective behavior.

One of the most important and interesting questions that would unlock numerous
possibilities both for artificial intelligence and for interspecies communication is:
what is common in the way we communicate with each other as living beings? What
is common in the way cells communicate with each other, in the way animals signal,
in the way social groups communicate and in the way interspecies communicate
with each other?

Pattee’s work on cell morphogenesis showed the duality of information and
medium of transmission of information: cellular morphogenesis is a great example
to show how information and the means of information are interchangeable and
coevolving together [65].

The first condition that needs to be fulfilled is represented by the physical
capability of sending or receiving and interpreting messages. Cells would not be
able to signal unless they had receptors for the signaling chemicals; animals would
not be able to communicate unless they had the analyzers such as ears or eyes for
sounds and light. Humans would not be able to communicate with each other unless
they could talk or understand the same language.

A brand new international research project shows that the new advancements
in artificial cells interacting to real, biological cells has the potential to break
the barrier in communication between the silicone and the carbon worlds [54].
This research was presented as breaking the Turing test in the cellular world. The
potential applications of this breakthrough both in biology, medicine but also in
the information theory and computational worlds are enormous. But what is most
relevant for the theory of communication is the fact that an interspecies, inter-
physical worlds barrier was crossed successfully. Multimodal communication can
be not only transmitting the same message to different sensors through different
channels, but transmitting two different messages to different sensors at the same
time—i.e. songs are an enhancement, movies are non-redundant. Particularly non-
redundant multimodal messages have the power to show either new modularities
(new means or channels of communication) or new messages emerging altogether.



Chapter 6
Social Versus Biological Language: The
Emergence of Grammar and Meaning

6.1 The Origins of Human Language

As mentioned in the beginning of the book, economics and language are very
closely intertwined. While we don’t know too much about the origins of language
in humans, we know a lot about the origins of writing. Writing arguably was the
first artifactual innovation in human communication and it arose as an efficient
means of accounting and recording crops and animals [8]. Writing is a first form of
symbolic storage of information outside of the brain and outside of the oral history
retained inside individuals. It also shows how the means of storing information and
the possibility of reinterpreting it is so crucially important.

Language is also called a “living organism” and in this research we showed how
by agentizing both information and the process of information exchange we can
track the coevolution and adaptation between the language and its own network,
and the emergence of language as a “collective” good or as a universal feature of
the complex system where it was born.

On another hand, writing can also allow for information to be reinterpreted by
the reader over and over again. Computers are basically taking the combinatorial
essence of information to infinite possibilities.

Anthropological researchers have found that the action of pointing in humans
is crucial for communication. At the Max Plank Institute, they showed how
the simple gesture of pointing towards objects and then articulating what these
particular objects are, leads to the development of vocabulary/(lexicon). Gestures
and sequences of gestures also enabled the representation of actions and thus a
proto-form of story telling in very ancient humans.

Visual communication is still the most poignant means of communication that we
know and understand in the living ecosystems on this planet. Vision and conversion
of 3D into 2D in our brains is one of the most wide spread complex processes
but we know little about the mechanism behind it. While hearing and vocalizing
played and still plays a great part into our communication and language, as well
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as in other species, it is vision that allowed information that is transmitted between
generations through means of recording to play a great role into the development
of our civilization and the expansion of language. We first invented technologies
for recording and preserving visual communication; only in the nineteenth century
we were able to record and preserve audio communication and even to this day
technologies like writing and reading and combining images with the sounds
are the widest spread means of communication. Sight is better for understanding
dynamics and evolution than sound is. Sight is also more permanently and better
recorded in memory than sound; visual communication is easier to reproduce and
disseminate than sound. For the sound based or oral traditions, the mechanisms of
cultural transmission are essentially the same as the ones in cetaceans and other
primates. But visual cultural transmission changed the game for the human race and
civilization.

In animals, visual communication is not only signaling between predators and
prey, but it is also a cooperative and coordination mechanism. In killer whales, the
striking blue and white colors of the mammals can not only make them visible to
prey, but it also functions as a coordination mechanism for their cooperative, social
hunting behavior [94].

6.2 The Chomsky–Piaget Debate

The Chomsky–Piaget debate is arguably one of the most well-known debates in our
intellectual history. In a nutshell, the debate originated in 1975 and it was largely
concerned with the idea of the origin of language. The debate is summarized in the
very influential book “Language and Learning: The Debate Between Jean Piaget
and Noam Chomsky” by Massimo Piattelli–Palmarini [19] and it is one of the most
famous debates in the history of science. At the core, the debate is between the idea
of a “universal grammar,” posited by Chomsky, versus a constructivist approach
to language, as posited by Jean Piaget. In other words, the debate is whether the
language is being acquired in humans due to genetics versus cognitive factors,
whether language is acquired due to our innate ability as human beings or due to
our interactions with the environment. Some reviewers and commentators of the
debate are arguing for one or the other.

The debate has not been settled yet. Some very recent papers on the origins of
language point that some very common words have common letters and sounds in
many languages, but at the same time some other newest research on the origins
of language debunk more and more the idea of a “universal” grammar as Chomsky
posited.

One fruitful avenue of research is what elements of language are shared by humankind’s
animal cousins. Birds can use a small number of units to make an infinite series of different
calls, as humans do with words. Chimps and other apes can learn hundreds of hand signs,
and even combine them in crude but creative ways. Michael Corballis, a psychologist at the
University of Auckland, thinks that gesture was crucial to the rise of complex language,
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a theory he expands in “The Truth about Language”?, to be published next year. Sign
languages have all of the complexity of spoken ones, and deaf children even ‘babble’ with
their hands just as hearing children do with their mouths [47].

Which are the most distinctive traits between the numerous human languages?
A very interesting case is the one of anumeric people - one of the most intriguing
human languages is the language that does not use numbers or any concepts related
to mathematics. These so called anumeric people have developed a language without
the necessity of quantifying anything. Therefore mathematics is not biologically
innate to humans, regardless of how universal mathematics is.

But what is innate and common to all human languages? The answer might still
lie in biology.

Genetic determination and social learning are fundamentally different processes.
We are born with a genetic template that allows us to learn a language effortlessly
between the ages one and four but the language we learn is completely determined
by social input during this period and we learn it from others. It is part of our culture
[94].

No animals have all the attributes of human minds; but almost all the attributes of human
minds are found in some animal or other [24].

Animals brought up with humans or in the vicinity of humans can communicate
much more and much better. But there is a difference between animals being able
to communicate with humans in a way that is closer to language (such as signs and
identifying objects) and the way animals communicate with their peers in the same
species. There is a difference between communication that is innate and largely used
and communication that is acquired and learned at the direction or design of another
species.

This unsettled debate thus spurred the idea that communication that is basic is
different from communication that is full of narratives, abstract concepts and also
relies on grammar.

Complex ways of doing things which are passed down not by genetic inheritance or
environmental pressure but by teaching, imitation and conformism have been widely
assumed to be unique to people. But it is increasingly clear that other species have their
own cultures, too [24].

And one of the features of language and culture that is common across all species
is that it is determined by the social structure of the group.

Most cultures distinguish between outsiders and insiders and animals are no
exceptions [24].

And what is different between animals and humans is the transmission of lan-
guage and culture intergenerationally and the possibility of recording information
for individuals outside the group.

Cultural transmission across generations, in animals, does not happen to the same
extent that it happens in humans—there is no way to record the culture once the
oldest animals in the tribe or group have died.
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Whitehead and Rendell showed in the “Cultural Lives of Whales and Dolphins”
that cultural transmission through imitation and teaching the young has had an
enormous impact in the development of "vertical" culture and communication
within the species, while the interactions with the environment have shaped the
“horizontal” cultures [94]:

“So the cultural transfer of information is, potentially at least, much more flexible than
genetic reproduction. The products of genes change only on intergenerational timescales.
In some cases, especially when a culture is conformist and learned largely from parents, it
can be as stable as the product of genes; elements of Judaism, for instance, have changed
little over thousands of years, but few would argue that the religion could exist without
cultural transmission. At the other end of the scale, when culture is learned primarily from
peers, it can be highly ephemeral, spreading fast and dying faster - think pop music or
fashion. For a short time, such cultures can have immense influence on behavior and then
they are gone[...]

The relationship between learners and demonstrators is also important: “vertical” cultures
are learned from parents, “oblique” transmission is from other members of an older
generation in a form of information transfer that we have institutionalized in schools, while
peers of similar age exchange “horizontal” cultures. Vertical cultures can be very stable.
Religious rituals and languages, for example, can be traced back to thousands of years.
In the case of language, the vertical transmission is so strong that it comes to mirror the
transmission of genes from parent to child and results in linkages between genetic and
linguistic diversity. In contrast, horizontal cultures – fashion and popular music styles, for
instance – are faster moving and subject to very rapid change and are also generally much
more transitory. In the extreme, fads can arise, spread through and then disappear from a
community in a fraction of a human generation” [94].

6.3 Computational Linguistics and Communication
Complexity

A large body of work exists on emergence of communication and growth of
language networks. Existing research shows varying approaches and comparisons
of methods to study the evolution and growth of human languages, animal signaling,
biological communication, etc., focusing individually on each one of them. There
have been numerous experiments and observations on all of these types of interac-
tions which are reviewed here.

A very valuable paper by Sole et al. [84] explores various mathematical and
statistical methods which can be applied to study language dynamics such as
diversity, differentiation, evolution, and disappearance. Quite a few existing models
are explored to understand ecological dynamics, trying to focus on analogy between
linguistics and ecology. Another work, again by Sole [29] reviews the state of the
art on semantic networks and their potential connection with cognitive science.
The emergence of syntax through language acquisition is used as a case study to
illustrate how such an approach can shed light into relevant questions concerning
language organization and its evolution. Further, continuing with analysis of human
communication networks, an excellent demonstration of language evolution by
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building a multi-agent model has been covered in the paper by Tao Gong et al. [32].
The model simulates the emergence of a compositional language from a holistic
signaling system, through iterative interactions among heterogeneous agents.

These papers, however, do not investigate communication other than human lan-
guage networks and how it is analogous to the other forms. This shortcoming is well
addressed in Reginald Smith’s [82] analysis that measures animal communication
using information theory in an attempt to elaborate how closely animal communica-
tion matches, or is different from, human languages. An interesting economic model
of animal communication is described in Bradbury and Vehrencamp [13] which
shows the dependence of the cost and benefit of information exchange between
animals. On the contrary, work by Jakob Bro-Joergensen [15] shows that animal
communication cannot be viewed only as an economic process. It is argued that
animal signaling depends on environmental fluctuations and signals may be repeated
in spite of the cost/benefit of repetitive signaling. An influential study by Pollard
[68] exemplifies this evolution of communicative complexity in animals by taking
specific case study of sciurid rodents.

Apart from communication between two individuals, be it animals or humans,
another type of communication which is examined is biological communication
and cell signaling. The existing literature studying interactions between these
biological elements points out that this form of communication has some strikingly
similar characteristics to human or animal communication. In an attempt to define
biological communication by T.C. Scott-Phillips [73], different approaches to have
been compared to show that an adaptionist approach, which supports that response is
adaptive to the signal based on cost and benefit, works better rather than just looking
at it as pure non-adaptive information exchange. This illustrates that similar to
human communication, biological communication takes into account the economics
of information exchange. Guven et al. [36], in their study facilitated by experiments,
developed a simple conceptual computational model which establishes that cell
communication is influenced by external factors showing environmental learning. It
is also demonstrated that degradation is necessary to reproduce the experimentally
observed collective migration patterns in cells.

Humans learn from each other in unique ways—involving joint attention—that
means our culture gets passed on with a particularly high-fidelity form of imitation;
teaching, as well, plays a role in how we pass on culture [94].

Therefore the literature from computational linguistics and biological networks
shows how interactions in human, animal and biological communication under
different settings, as we also implemented in our agent based model, are taking
into consideration the costs and benefits to the sender and receiver of information
and how it leads to birth, evolution and death of semantic networks. The primary
aim is to compare the different types of communication through simulation using
the model demonstrating the exchange of memes between two networks.



Chapter 7
Applications of Language Emergence: The
Future of Languages, Scenarios, and How to Use
Computational Social Science Tools

7.1 Communication by Design and Its Economy

In an upcoming paper, I am proposing the details regarding a comprehensive
research project on communication from cells to societies in a much broader way
that I was able to only tackle through questions in this book. I am basically
proposing to create an Atlas of Communication that would give us an overall
picture of both the evolution of communication and the types of communication
we currently know and understand [9].

If our assumptions are that life laws follow physics laws, and that there is
more variation in life (biological systems) than in physical systems (cells are
made of atoms; physical systems don’t follow biological laws), then we can
start creating some hierarchies for understanding communication evolution and
scalability: communication is life-dependent and intelligent communication is
civilization-dependent, which means that our best way to find general patterns of
communication in the universe is to look for general patterns of communication in
life and civilization on Earth and to understand the limits of variations in the laws
of communication within life from those within civilizations [9].

Communication is as ubiquitous as information, yet while there is an integrated
scientific discipline of information science with theories and applications, there is
no integrated scientific discipline of communication science, that would study not
only “local” patterns and observations of human communication, but the broader
phenomenon of communication in the living world.

Communication is being researched by the vast majority of disciplines, from
biology (species specific communication) to linguistics (human languages), to com-
munication theory (context specific human communication: i.e., parent–children,
political, social communication) to business and economics (by organization spe-
cific communication). This domain specific research on communication has given
us very rich details about specific, local communication patterns and the role
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of communication in other phenomena (i.e., predation, mating, immunotherapy,
organizational functions, social movements, a.s.o.) [9].

The goal of such research would be to explore the effect of different infor-
mational structures (networks vs. symbols vs. images vs. text vs. probabilistic
vs. Boolean vs. sound vs. any other form of information representation) into the
evolution and emergence of communication patterns and to create a taxonomy of
communication that includes both the organic and designed communication (and
any mix in between) as a better representation of the physical and informational
economy as a whole. Language has largely evolved organically and endogenously
and with few exceptions language is essentially an informational representation of
the society and culture where it was used.

More than languages, which are deeply dependent on the localized communities,
art and symbols have evolved organically as efficient ways of global communication
before we had emoticons and Internet (emotions and visual human behavior are
perceived as such in any place on the globe). Therefore the methodological question
is whether we can integrate organic, global ways to store information (qualitative
visual data) with designed global ways to communicate (digital, mathematical
data) in a way that can become a universal standard for storing, understanding
and communicating data. The big question I would like to answer is: How will
communication evolve in the near future? The applied question I would like to
answer is what will be the next unifying standard in digital communication? Is this
a blend of visual symbols and data science techniques?

The value of answering the question is both of a basic scientific understanding
(since we haven’t really bridged the evolution of signaling with the evolution of
grammar and with the evolution of computer language structures), and an economic
importance, as on the long run it has the possibility to advance the next innovations
in terms of global technologies or global communication, as well as to give us an
understanding of the rifts between the physical economies and the informational
economies.

Some possible applications of this idea relate to creating universal standards
for data science transfer or communication, unifying standards of new systems of
communication (commercial space), or creating a universal language for human–
soft AI interactions.

7.2 Natural Language Processing, Visual Communication
and AI

Are metaphors visual language?
The Bayeux Tapestry that was mentioned above is famous for its length and the

dynamic representation of many scenes in a narrative and metaphorical way. It is a
visual, metaphorical record of an event that is dynamic, but from which it extracted
the most meaningful scenes and colors and visual cues. At the same time, it was
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embedded in information technology available at the time (textiles) and precursor
to modern computers.

As we look around a modern city or even that hunter-gatherer village, tech-
nology is the predominant manner in which culture is expressed [94]. Technology
comprises the tools, techniques, and crafts that we learn. Technology allows us to
construct our own ecological niches and, thus, to change our environment [94].

This book is largely based on the same ideas, that we need to revisit the
original theory of information from Shannon if we want to understand meaning
and semantics, which is what living organisms and particularly organisms that
developed language (humans, apes, dolphins, and whales) do; unlike the living
world, computers only keep on crunching data unselectively and humans will always
be required to interpret and reinterpret and more software will be created for this and
therefore more noise (I show that in the agent-based model) and the more noise they
create, the more human supervision required to sort through the noise, and so on...
therefore a “dilution” of meaningful, useful, interpretable information in the age of
supercomputing and big data.

Current information models are very good at modeling syntax, metadata, and
context-free structures, which is great for scalable and generalizable phenomena
(such as the information and digital revolutions have shown), but the next paradigm
should be to understand the “semantics” and the “meaning” of information repre-
sentation in our living systems, not only in our computers, and that is very difficult
to capture with 0 and 1. Otherwise we will end up drowning in the coordination
and communication costs created by lots of data and we will look for solution into
more software and more software will create more noise, unless this software can
take on the task of interpreting, which is unlikely, given that information is just 0
and 1 (one good example is the HR software that looks through piles and piles of
resumes checking only by certain keywords and thus potentially the best candidate
will be left out, while selecting candidates that you still don’t know if they are good
fits only from the matching of the words).

What I am showing in the model is that if we pay attention to some general rules
or structures that we know exist in the living world (such as awareness, biological
decay, natural memory retention, and cost and benefit analysis—we know evolution
of biology and informal social structures and swarm intelligence tend to be on the
efficiency and positive marginal benefit side, otherwise they would not survive—
therefore acting as adaptation and selection mechanisms based on the hardwired
biological and social structures), and we incorporate these in the standard model
of information exchange, then we can arrive at a natural, organic, evolution of
communication, with more meaning and less noise.

Overall, the incomplete and messy story of language and communication
evolution is so intrinsically part of our nature, that it is hard to consider it just any
emergent phenomenon. It is within the fabric of our biology and sociology. Just as
atoms are part of our physics, and as cells are part of our biology, communication
is part of our sociality. Cells, plants, animals and humans cannot exist in isolation.
We have developed various ways of communication in order to help us better evolve
collectively and perhaps survive better, longer and create civilizations.
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Communication is the missing link in the fundamental triad of matter-energy-
information when we give information the human dimension and interpretation.
If information can and may exist outside a system’s power of interpretation,
communication cannot exist outside that. Communication is as intrinsic to a system
of communicators as are atoms to a molecule or cells to an organism.

Another major idea I am proposing is that communication has meaning, whether
we are talking about communication at the cellular level, between organisms of the
same species or organisms of different species. This meaning can be represented
by either the chemicals and signals needed by the cell or the organism, whether
it is a signal important for survival (prey-predator or for reproduction) or whether
we are considering human languages. A particular case is represented by artificial
communication—computers talking to each other or de-contextualized information
and data sets.

But what sets biological and social systems apart from computers is the physical
and memory (information storage) basis of communication that obeys certain
physical decay or memory reinforcement laws that are not specific to computer or
artificial systems.

Schalow argues that the more technologically developed we become and with
the increased probability of artificial intelligence systems, the “balance of power” in
communication will lean from the biological realm into the non-biological one [72].
The reason is that there are natural and biological barriers and very low incentives
for species to communicate with other species, while the “non-biological” systems
are using the same systems of signaling and communication, while also having the
possibility of creating new ones, that would be incomprehensible by humans. The
author has a bleak vision for the future of interspecies communication. His basic
arguments are that due to the principle of mutualism, which we have employed
in our model as well, there is little to no incentive for the biological systems to
communicate, while the AI will turn the rules of the game in ways we simply cannot
yet predict.

One of the most interesting, with broad scope and length research projects
currently undergoing is the interspecies Internet, an initiative launched at a TED
talk event in 2013 by the musician Peter Gabriel, one of the founders of Internet,
Vint Cerf, a cognitive psychologist, Diana Reiss and physicist Neil Gershenfeld.
The idea behind this project is to connect animals through technologically enabled
devices, so that they could communicate with each other, we could study how they
would communicate using technology and how they would communicate with us.
More than this, an interspecies internet would enable us to discover patterns of
communication among lifeforms that we have not been able to grasp before and this
undoubtedly could lead to some general theories and patterns of communication.
The interspecies internet is a very nice and challenging idea and we don’t know if
and when this will happen yet. But it is important, nevertheless, to recognize the
importance of interspecies communication, of how much we don’t know yet about
it and how important this research area is for our near future.

The way we can think about communication with other entities or other species
is on either of these communication avenues presented in this book: chemical
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communication, biological communication, technological/cultural communication
and ultimately fully understood language. If we can communicate with species
that share similar biological and social traits with us through body language
and basically biological signals, then we can think of communicating with other
technologically advanced species through similar features from the technological
cultures. What about an economic means of communication? We know that trade
has been instrumental in the spread of cultures and languages in our history.
What aspects from the economic behavior can we consider to become features of
communication?

Is the evolution of civilization predictable? Are there only a few paths or options
that we can think of in terms of civilization evolution? From biology to artificial
intelligence, is there only one way a civilization can emerge and expand beyond
the planet where it has emerged? Does communication have anything to do with
this? Communication is perhaps that linkage between the emerged intelligence and
the designed intelligence that allows for a deeper understanding of our place in the
universe.

For example, Lincos is one of quite a few invented, designed languages. Lincos
comes from Lingua Cosmica, and was particularly designed for communication
with extraterrestrial intelligence, if such intelligence exists. Lincos was developed
in the 1960s as a spoken language, with sounds and phonemes, but at the same time
based on basic logic and mathematics. But is Lincos that fundamental means of
communication that we will all eventually learn? Somehow I doubt that.

7.3 Communication Across Time, Species and Innovative
Means of Communication

One of the certainties of the future of languages is that the number of human
languages currently spoken in the world is rapidly declining. As cultures become
more globalized, so do languages and the natural question that comes up is whether
we should preserve languages or just let them evolve? And another question is, from
the currently spoken languages, should we try to preserve any them as they are or
just let them evolve as well?

How much design and how much evolution? How much preservation in language
and why?

Is it possible for some artifacts, such as digital communication and information,
to emerge spontaneously instead of being designed by an intelligent species that
can alter its evolution with technology? Is it possible for 0/1 communication to
emerge naturally instead of being made by someone? Or can we consider the 0/1
information and communication part of our natural evolution, making the big, a
priori assumption that technology and Moore’s law follow a coevolution with us
without us having much interference with it? Can we consider the advancements
and the evolution of artifactual communication as part of our natural evolution,
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that would be reproducible under the same circumstances given by civilization and
technology, or is it something else altogether?

These are some very big questions that help us at least frame a conversation
about the future of communication for our civilization and perhaps give us a
very tiny glimpse into general, universal patterns of communication, if such
patterns exist. Under slightly different circumstances, would nature develop cellular
communication that is synonymous with the artificial intelligence in our case?

Currently we don’t have a very good idea or an integrated picture about the
evolution of communication on our planet, from the first cells to the most advanced
institutions or forms of collective organization of our civilization. This exercise
would require a broad spectrum interdisciplinary research that would involve, on
one hand, an understanding of communication in biology from cells to organisms,
an understanding of communication in social and collective groups, from organisms
to humans, an understanding of the evolution of natural language, an understanding
of the evolution of collective and organization behavior and an understanding of the
coevolution of communication with the one of the civilization. Given that we have
a good picture about how our civilization actually communicates, we can explore
potential scenarios where we relax one or more assumptions from this picture,
such as what if cells on a different world do not communicate chemically, would
that imply different forms of organization between higher organized intelligent
species? What if organisms do not develop sight and visual communication cannot
be recorded, what would that mean for the civilization? Is intelligent communication
always dependent on social or collective forms of behavior or can there be entities
that do not connect with peers?

Does a civilization need an economic system in order to achieve artifactual
communication? Does a civilization need an economic system in order to innovate
general, not culturally localized communication? Would any intelligent life have
an economic system? Would they have trade and division of labor? Would they
have different forms of organization? Humans have developed a diversity of
forms of organization; the evolution of sociality and economic or political or
entrepreneurial behavior is not reproduced or recognized in any other species. But
the civilization as we know it comprises culture and social behavior that also gave
us ultra-specialization in technological, artistic, economic (including financial), and
religious behavior. We cannot find these in other living systems. Is this crucial for
the development of a civilization, and if so, what is the relationship between the
human-specific forms of behavior and communication? Would another intelligent
life have to come up with similar forms of behavior and organizing before being
able to come up with intelligent ways of sending or receiving communication? (see
Fig. 7.1).

My intuition is that, at least on Earth, we will advance collective technologies
that will span the globe and communicate universally, such as intelligent collective
infrastructure systems. For example, the intelligent transportation systems of the
future will use communication through symbolic or semiotic code that would be
very easy to understand both the humans and the machines (aircraft, computers,
radars, a.s.o.). And research shows that there is a universality in the biological



7.3 Communication Across Time, Species and Innovative Means of. . . 75

Fig. 7.1 The future of communication will have to decode the pairwise interactions of initial
contact within the both species and interspecies

transportation systems (i.e., capillaries ) that can inform even better the way we
will have to eventually design the human transportation systems.

And another way communication will be paradigmatically transformed on Earth
is through DNA computing, which has the potential to be bridged with digital
computing at the molecular and cellular levels.

Therefore the mapping of the ontology and taxonomy (an Atlas) of communi-
cation on Earth would help us encompass and understand better what is intelligent
civilization communication, where it is situated in the bigger picture of life and
where the boundaries of what constitutes intelligent civilization lie.

My assumption is that an examination of the coevolution of the largest systems
of collective, social behavior from cells to organisms that migrate to humans that
built artifactual global systems would also bring us closer to an understanding of
how the institutions of civilization spur communication emergence.



Chapter 8
Conclusions

The premise for writing this book has been my quest to find common features of
communication in our life on Earth and to understand the role communication has
played in the development of social and economic behavior across species. But more
than this, while writing this book, I have discovered that if we understand much
better the fundamentals of communication in life and society, we can potentially
design hybrid natural-computational languages that would better fit the needs of
the technological advancements in artificial intelligence (will we still be able to
communicate with autonomous AI?), in biotechnology (cells communicating with
digital devices and vice versa or genetic programming) as well as to get a glimpse
of the future of our own species: we are moving towards fewer and fewer, but more
global languages and we are trying more and more to cross the interspecies barrier
in communication.

Another major idea that I have tried to render through this book is that
meaningfulness or semantics are not only human constructs and are not attached
to human languages alone. Meaningfulness is given in our case by the context and
subjectivity we are interpreting the messages that arrive at us. Meaningfulness is
one way to economize communication and attach value and selection mechanisms
on information, that we would otherwise be drowning in the Tower of Babel.

While machines can talk non-stop to each other and create a lot of noise
for us, there is no idea of “noise” or “meaningfulness” for brainless, non-stop
communicating computers. If information has no value for computers, will the
artificial intelligence of the future be capable of emerging their own set of values
with respect to the information they are exchanging, and thus create their own
language, in the same manner we created our natural language?

In this book I have tried to show how methodological insights in interdisciplinary
approaches to complex phenomena are not unidirectional, from the natural sciences
to the social sciences and economics, but they can be sometimes bidirectional and
if they are successful, then the methods borrowed from the social and economic
sciences not only reveal new insights into the natural sciences, but in this way
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one can prove that they are robust and general for a wide spectrum of phenomena
describing our blended, ecosystemic world. A world where the physical, biological,
social, economic and informational are not hierarchical, but interconnected in a
multitude of ways. And this is also why information is so fundamental, yet so
specific; so important, yet so ubiquitous.



Appendix

The pseudo-code for an agent-based model of communication. Originally this code
was developed for NetLogo [96].

initialization memes; memes are units of meaningful language
attributes of memes:

• network-identifier; identifies which language network the meme belongs to
• subnetwork; boolean to indicate whether this meme is in the signaled subnet-

work
• subnetwork-neighbor; boolean to indicate whether this meme is a neighbor of

the signaled subnetwork
• communicated-meme; boolean to indicate a meme that was communicated to

receiving network (a copy meme)

initialization networks; networks are the communicators: i.e. O1; O2; O3

to reporters:
signaler; reports which network is currently signaling the other
receiver; reports which network is currently receiving information
benefit-to-sender; the benefit to sender of successful signaling
cost-to-sender; the cost to sender of successful signaling
benefit-to-receiver; the benefit to receiver of successful signaling
cost-to-receiver; the cost to receiver of successful signaling
benefit-to-O1; the benefit to network O1 of successful signaling
cost-to-O1; the cost to network O1 of successful signaling
benefit-to-O2; the benefit to network O2 of successful signaling
cost-to-O2; the cost to network O2 of successful signaling
benefit-to-O3; the benefit to network O2 of successful signaling
cost-to-O3; the cost to network O3 of successful signaling
if number � of � networks D "two" then

random� float < 0:5; there is a 50� 50 chance to determine which network is
first signaler and
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signaler D "O1" and
receiver D "O2"

else
signaler D "O2"
receiver D "O1"

end if
if number � of � networks D "three" then

random�number < 0:33; there is a 33% chance for each network to determine
the first signaler
signaler D "O1" and receiver D "O2"

end if
if random � number < 0:66 then

signaler D "O2" and
if random � float < 0:5 then

randomly chose the receiver and
signaler D "O1" and
receiver D "O2"

end if
end if
to choose communication method
if communication � method D "random" then

let random-decision
if random � decision D 0 then

choose send-and-receive
if random � decision D 1 then

choose environmental-learning
end if

end if
end if
if forget-weak-memes TRUE then

max � forgotten D 100�ticks
260

/;
calculate max number of forgotten memes, based on the half-life formula

end if
if strengthen-memesTRUE then

max � strengthened D memes � e
�t

probability ;
calculate max number of strengthened memes, based on power law; this is
equivalent to memory retention formula

end if
communication produced reaches the maximum/plateau of the learning curve
if countmemes <D 0 then

stop
end if
if countmemesofsubnetwork >D 1

1Ce�t � memesofsubnetwork then
STOP;
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this represents the logistic, S-shaped curve of learning
end if
to sending and receiving a signal between the two networks
create � subnetworkofthesignalerwith <D 10memes
signaler determines whether to continue the attempt to communicate
if BENEFIT > COSTfor sender then

link subnetwork memes probabilistically into the receiver and
create a new meme in the receiving network

end if
if BENEFIT > COST for receiver then

STOP and
switch-signaler

end if
if COST > BENEFIT for sender then

the networks do not communicate at all and
switch-signaler

end if
if COST > BENEFIT for receiver then

subnetwork DOES NOT link into receiving network and
all the links of copied memes die and
the copied memes die and
switch-signaler

end if
to create a subnetwork of the signaling network
get a random meme from the signaling network
if random � memeŠ D nobody then

this meme now identifies as being in the subnetwork and
all subnetwork neighbors identify as such

end if
to calculate-sender-benefit
potential � links.memeswithŒsubnetwork D true� � memeswithŒnetwork �
identifier D signaler� and
benefit � to � sender D links�sender�network

potential�links
to calculate-sender-cost
cost � to � sender D nodes�in�subnetwork

nodes�in�network
to calculate-receiver-benefit
if receiver D "O1" then

potential � links D memeswithŒcommunicated � meme D true� �

memeswithŒnetwork � identifier D "O1"�
end if
if receiver D "O2" then

potential � links D memeswithŒcommunicated � meme D true� �

memeswithŒnetwork � identifier D "O2"�
end if
if receiver D "O3" then
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potential � links D memeswithŒcommunicated � meme D true� �

memeswithŒnetwork � identifier D "O3"�
else

potential � links D 0 and benefit � to � receiver D 0 and setbenefit � to �
receiver D links � receiver � network=potential � links2/

end if
to calculate-receiver-cost
value input from user
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