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Introduction

The mysteries of highly complex systems that have puzzled scientists for years have
finally been unraveling thanks to new analytical and simulation methods. A better
understanding of concepts like complexity, emergence, evolution, adaptation, and
self-organization has shown that seemingly unrelated disciplines have more in
common than we thought. These fundamental insights require interdisciplinary
collaboration that usually does not occur between academic departments. This was
the vision behind the first International Conference on Complex Systems in 1997:
not just to present research, but to introduce new perspectives and foster collabo-
rations that would yield research in the future.

As more and more scientists began to realize the importance of exploring the
unifying principles that govern all complex systems, the 2018 ICCS attracted a
diverse group of participants representing a wide variety of disciplines. Topics
ranged from economics to ecology, from physics to psychology, and from business
to biology. Through pedagogical, breakout, workshop, and poster sessions, con-
ference attendees shared discoveries that were significant both to their particular
field of interest and to the general study of complex systems. These volumes
contain the proceedings from that conference.

Even with the ninth ICCS, the science of complex systems is still in develop-
ment. In order for complex systems science to fulfill its potential to provide a
unifying framework for various disciplines, it is essential to provide a standard set
of conventions to facilitate communication. This is another valuable function of the
conference: It allowed an opportunity to develop a common foundation and lan-
guage for the study of complex systems.

These efforts have produced a variety of new analytic and simulation techniques
that have proven invaluable in the study of physical, biological, and socioeco-
nomical systems. New methods of statistical analysis led to better understanding of
polymer formation and complex fluid dynamics; further development of these
methods has deepened our understanding of patterns and networks. The application
of simulation techniques such as agent-based models, cellular automata, and Monte
Carlo calculations to complex systems has increased our ability to understand and
even predict behavior of systems which once seemed completely unpredictable.
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The disruption of big data and machine intelligence enabled the observation of
patterns of human behavior at unprecedented scales and a deeper understanding
of the structure and dynamics of social and economical systems.

The concepts and tools of complex systems are of interest not only to scientists,
but also to corporate managers, doctors, political scientists, and policy makers. The
same rules that govern neural networks apply to social or corporate networks, and
professionals have started to realize how valuable these concepts are to their
individual fields. The International Conferences on Complex Systems have pro-
vided the opportunity for professionals to learn the basics of complex systems and
share their real-world experience in applying these concepts.
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Epistemological Constraints
When Evaluating Ontological Emergence

with Computational Complex
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Abstract. Natural complex adaptive systems are of particular scien-
tific interest in many domains, as they may produce something new,
like structures, patterns, or properties, that arise from the rules of self-
organization. These novelties are emergent if they cannot be understood
as any property of the components, but as a new property of the system.
One of the leading methods to better understand complex adaptive sys-
tems is the use of their computational representation. In this paper, we
make the case that emergence in computational complex adaptive sys-
tems can only be epistemological, as the constraints of computer func-
tions do not allow for the creation of something new, as required for onto-
logical emergence. As such, computer representations of complex adap-
tive systems are limited in producing emergence, but nonetheless useful
to better understand the relationship between emergence and complex
adaptive systems.

Keywords: Complexity · Epistemological emergence
Ontological emergence

1 Introduction

Complex adaptive systems are of interest to many scientists and researchers in
many domains. Buckley was among the first using the term complex adaptive
system [6]. He applied systems research methods to better understand behavior
in social systems, as the often used linear, categorical descriptions of processes
and interactions did not sufficiently explain the complex nature of the subject
of discourse. Of particular interest to Buckley was the observation of emergence
in such systems.

The recent developments of computational methods supporting scientific
research have led to the rise of a variety of computational science disciplines,
and in particular to the increased use of computational methods to evaluate
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complex adaptive systems, as discussed in significant detail in [1,14,23]. In par-
ticular, agent-based modeling is often used to implement, computationally, com-
plex adaptive systems; thus, allowing one to observe emergent macro-level sys-
tem behavior that is not formulated explicitly, but rather results from the many
micro-level interactions of the agents. As a result, agent-based models are often
seen as the tool of choice for computational social science. As Bankes captures
it in his introduction to the proceedings of the National Academy of Sciences on
this topic:

In social science, topics such as the emergence of cultural norms or insti-
tutions from the interaction of individual activity are indeed very impor-
tant and not well addressed by competing modeling formalisms. So, the
demonstrated ability of Agent Based Modeling to discover examples of
such emergent dynamics from knowledge about the behavior of members
of a society is potentially quite useful [2].

However, many researchers in these application domains do not have a formal
computer science education and are not fully aware of many of the underlying
principles from the philosophy of science. As a result, they do not only use sim-
ulation as a reference to study complex adaptive systems, rather they interpret
observations of computationally instantiated complex adaptive systems to fully
and equally represent their natural counterparts. In their perception, the sim-
ulation “replaces” the real system. Knowledge gained from the computational
experiments is mapped directly to insights and applications of the real systems.
Studying the computational representation becomes equivalent to studying the
underlying system in the real world rather than as the generation of sufficiency
theorem [1] related to the real world system.

Based on the research conducted in support of [32], this paper gives exam-
ples of natural and computational complex adaptive systems and observable
emergence, introduces a critical review of the categories of emergence from the
philosophy of science perspective, and concludes that there are significant epis-
temological constraints when computational methods are used for evaluating
emergence.

2 Complex Adaptive Systems

The literature agrees that simple systems behave in a straightforward, mechan-
ical, usually linear, and, most of all, easy to predict and manner: they behave
as expected. A complicated system is composed of many often nonlinearly inter-
acting parts that can be studied using reductionist and probabilistic models and
statistical methods. It is still predictable, but it usually requires experts who are
highly educated and experienced and have a tailored tool set available.
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For the definition of complex systems, in [29] the authors propose the fol-
lowing definition after a review of systems engineering-relevant literature from
complexity science:

Complex systems are systems that do not have a centralizing authority and
are not designed from a known specification, but instead involve disparate
stakeholders creating systems that are functional for other purposes and
are only brought together in the complex system because the individual
“agents” of the system see such cooperation as being beneficial for them.

Complex systems are not easily predictable, and the principles of reduc-
tionism do not bear fruit when laboring to understand them, as system behavior
emerges on all levels of the system. Although they are not fully knowable, within
reason there may be some prediction possible.

Complex adaptive systems add the element of self-organized adjustment of
some or all of its components and of the system itself. For its definition, the
focus very often is the agent metaphor for the system components, as compiled
in [9] and revisited in [5]. One of the insights drawn from these overview articles
is that the diversity of definitions suggests one should focus on properties of such
systems, as elaborated in detail within Holland’s seminal contributions to the
unified theory of complex adaptive systems [15], which contained a particular
focus on aggregation – complexity emerges from the interaction of smaller com-
ponents, which themselves may be the products of systems – and nonlinearity –
agents interact in dynamical and non-linear ways.

The reason we use computational science in general, and in the context of
this paper computational complex adaptive systems, is that they help us to
understand natural systems. There are legions of examples of natural complex
adaptive systems that have been evaluated using computational support. With-
out claiming completeness, some examples include, inter alia:

– society [6],
– the ecosystem and biosphere [19],
– supply networks [8],
– human language [3,33],
– product development environments [22],
– health care [28],
– climate change [17], and
– urban hazard mitigation [12].

All these systems are not fully knowable and often quite hard to predict.
Moreover, it is often difficult to even collect useful data about these systems.
Unfortunately, all of these systems (and many others) are very important, so
we cannot ignore them. We must try to get a better understanding of their
dynamics and causal structures, and we want to provide decision makers a better
foundation with which to make informed decisions. Currently, the most powerful
tool to do this is the use of computational representations of these systems and
to simulate their dynamics [7].
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As already discussed in the introduction, computational science disciplines,
such as computational physics, computational biology, computational chemistry,
computational social science, and many more, explore the use of computer mod-
els and simulation in direct support of their research. The discipline of complex
systems research benefit significantly from these developments, as computers
amplify our abilities to model, simulate, and evaluate the computational repre-
sentations of the systems of interest [31].

The principle steps of such a computational study of complex adaptive sys-
tems was captured in detail by [14] and professionalized by many authors since
then. The Santa Fe Institute and other similar organizations dedicate their work
to the multidisciplinary study of the fundamental principles of complex adap-
tive systems, including physical, computational, biological, and social systems.
These multidisciplinary scholars and students are experts in their fields and come
together to use computational complex adaptive systems in support of their
research, and the resulting studies are impressive, such as studies conducted to
prevent collapse of tropical forests [13], or new insights into how evolution works
[26], just to name a few.

These studies are generally understood to prove the enormous value of com-
putational complex adaptive systems, in particular when it comes to emergent
behavior, which is a characteristic property of complex systems: system behavior
that does not depend on its individual parts, but on the multiple relations and
interactions on all system levels. The next section will provide a short overview of
the different forms of emergence from a philosophical, as well as, from a systems
engineering perspective.

3 Categories of Emergence

We understand emergence as an unpredictable macro-level behavior that dynam-
ically arises from the spatio-temporal and multilevel interactions between the
parts down to the micro-level of the system. These interactions may be a con-
straint on various levels within the system. Natural systems are open systems
exposing emergent behavior to the observer. This novel, irreducible, and unpre-
dictable macro-behavior adds further complexity to the system when it causes
itself changes at the micro-level, which then can result in new behavior emerg-
ing on the macro-level. Overall, the system may adapt to a new environment by
developing new multi-level interactions and feedback loops [18].

Philosophy has dealt with the challenge of emergence for more than a century,
starting with George Henry Lewes foundational work [20], long before any compu-
tational system existed to support them. Philosophers distinguish between epis-
temological and ontological emergence. Of the two, ontological emergence became
a far more active research thread than did epistemological emergence [30].

3.1 Epistemological and Ontological Emergence

Epistemology is the theory of gaining knowledge, its methods, validity, and its
scope. Knowledge is understood as the scientifically justified belief in something.
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In the epistemological view, emergent properties and laws are systemic features
of complex systems. This system is governed by true, law-like generalizations
within a special science that is irreducible to fundamental physical theory for
conceptual reasons. What is hidden to the researchers are these laws, resulting
in the unpredictability of the emergence. As such, this view characterizes the
concept of emergence in terms of limits of the human knowledge about the laws
governing complex systems. The exposure of novel properties and behaviors is a
characteristic of the system, but the unpredictability is a matter of knowledge.

The ontological view is quite different. Essentially, the ontological view of
emergent properties is premised upon the idea that they are independent of the
human knowledge. Instead they are novel, fundamental types of properties in
and of themselves. Something new emerges that was not there before, and that
cannot be explained by the components and their interactions and relations
alone. The occurrence of emergent properties is not in any sense constituted
by the occurrence of more fundamental properties and relations of the object’s
parts. Something really new is emerging from the system that has not been there
before.

A detailed discussion on the philosophical views of emergent properties and
their interpretation under epistemological and ontological viewpoints is pre-
sented in [25]. For the purposes of this paper, we will use a rather simple view,
specifically: that epistemological emergence can be reduced by gaining more
knowledge about the system, while ontological emergence cannot, because it is
an inherit characteristic of the system.

3.2 Maier’s Emergence Categories

This section introduces a systems engineering perspective. Mark Maier is known
for his contributions to the discussion about systems of systems. In [21], he
defined four categories of emergence, depending upon how well the emergence
observed in the natural system can be reproduced and explained through a
computational system.

– Simple emergence: The emergent property or behavior is predictable by sim-
plified models of the system’s components.

– Weak emergence: The emergent property is readily and consistently repro-
duced in simulation of the system but not in reduced complexity non-
simulation models of the system, that is, simulation is necessary to
reproduce it.

– Strong emergence: The emergent property is consistent with the known prop-
erties but, even in simulation, is inconsistently reproduced without any jus-
tification of its manifestation.

– Spooky emergence: The emergent property is inconsistent with the known
properties of the system and is impossible to reproduce in a simulation of a
model of equal complexity as the real system.
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As implied by the terms used above, systems engineers normally do not
like emergent phenomena as it results in behavior that is unforeseen and unpre-
dictable. Consequently, Maier’s viewpoint is written from the position that emer-
gence is be avoided or, at least, controlled. In contrast, as engineers of complex
adaptive systems, we seek to enable and leverage emergence [24].

In [32] we observe that simple emergence corresponds with congruent com-
putable systems, and weak emergence with complicated computable system,
where both system categories are predictable, at least in hindsight. Strong emer-
gence falls into the category of unpredictable complex systems, while Maier’s
“spooky” emergence lies even outside of our system thinking boundaries, refer-
encing real ontological emergence phenomena. Simple and weak emergence are
epistemological, strong and spooky are ontological. The following figure captures
these relations (Fig. 1).

Fig. 1. Systems and emergence

4 Epistemological Constraints of Computational Systems

In the light of this discussion, it seems to be fair to look at how we can gain
insight and knowledge from the application of computational systems, such as
modeling and simulation, and, in particular, agent-based approaches.
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The famous Artificial Intelligence researcher Huber L. Dreyfus is well known
for his two books on the limits and constraints of computers: “What Comput-
ers Can’t Do: The Limits of Artificial Intelligence” [10] and “What Computers
Still Can’t Do: A Critique of Artificial Reason” [11]. Dreyfus points to known
limits that are founded in the nature of computers as captured in the works of
Turing, Church, Gödel, and other pioneers of computer science that were often
overlooked by his colleagues. These constraints are, of course, still valid for com-
putational platforms in general despite the advances in hardware and software
that have been made over the years. Furthermore, these constraints extend to
systems represented within a computational platform, including representations
of complex adaptive systems.

The essential constraint remains: computers transform input parameters into
output parameters using computable functions to do so. As a result, computers
cannot create something new out of nothing, as everything that is produced
by a computer must be in the input data or the transforming algorithm. As
Boden points out in her paper, we can model combinational, exploratory, and
transformational forms of creativity [4]. However, all these forms creativity are
discovering through rearrangement and transformation, not creating something
new that was not there before.

As such, the question arises if computational systems can indeed be complex
in the sense of producing emergence? They can be complicated, even extremely
complicated, but in principle, it boils down to the transformation of input param-
eters into output parameters using computational (computable) functions. That
is true for all computations, including agent-based models. These are insights
covered by peer reviewed, often foundational publications and as such important
for computational complex adaptive systems as well.

5 Discussion

These observations raise the question if computational complex adaptive systems
cannot produce ontological emergence, are they still useful? As observed by
Rouse in [27], the borders between the system categories - simple, complicated,
and complex - are often fuzzy and depend on the education and experience of
the team. What looks complex and unpredictable to a novice may turn out to be
complicated at best for an expert team. This view is true without question for
epistemological emergence: if we increase the human knowledge, we reduce the
epistemological emergence, so the application of computational complex adaptive
systems is very useful!

In the best case, we can close all knowledge gaps, resulting in a significant
reduction of complexity, comparable to moving from an epicycle model of the
solar system to a Copernican and Kepler model. If all we observe in natural
complex adaptive systems can be explained using computational representations,
that would be a tremendous accomplishment. Humphreys shows in [16] how we
use computational means to extend our abilities to gain knowledge and produce
new scientific insights. We just have to be careful to remember that this insight
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does not come by exactly reproducing natural complex adaptive systems, but
they help to reduce epistemological emergence by increasing our knowledge.

Finally, as discussed in [32], complexity is often a multivariable and multidi-
mensional phenomenon within the space-time continuum. Multivariable implies
an often-large number of variables with sometimes incomplete knowledge about
their interdependencies. Multidimensional implies possibly multiple vantage
points that are dependent on the frame of reference when observing the phe-
nomenon. These vantage points are not mutually exclusive, but rather focus dif-
ferent facets. Furthermore, the phenomenon may manifest over time or over space
in the space-time continuum, requiring methods allowing for spatio-temporal
analysis instead of exclusively looking at local snapshots.

Where does this leave us and our ability to study and understand com-
plex systems? Given the aforementioned characteristics, when analyzing complex
adaptive systems using computationally-based modeling and simulation meth-
ods are still the best options we have today. However, given the fundamental
limits to computational systems, and indeed any formal system, it is likely that
there are classes of complex systems that cannot be usefully represented in a
computational (Turing machine) form.

While that may be true, in most cases complex systems and their emergent
phenomena come from understood components and interact in knowable ways.
This being the case, for most purposes complex systems can be meaningfully
studied by computational methods. However, we must keep in mind that these
are models, not the real system. What we create are “sufficiency theorems” [1].
We are deducing an outcome from an input and set of transformation rules,
these rules may or may not be how nature actually works. Essentially, we can
use computational methods to create deductions that can then be collected for
inductive conclusions to solve abductive problems. But, just like all analytic
methods, these are models of the real system in question. At the other extreme,
one may argue if true ontological emergence in which something new emerges out
of nothing is not magic, but rather some hidden law(s) we do not yet understand.
As Arthur C. Clarke formulated this idea in his third law: “Any sufficiently
advanced technology is indistinguishable from magic.” Maybe computers can help
us to advance the technology, but they will not produce ontological emergence.

Here we made the argument that, while there are fundamental limits to
computation that puts a hard constraint on the complex systems that may be
fruitfully represented within a computational system, many complex systems
may be represented and studied with computational methods. However, we must
not fall victim to the methods and remember that they are simply models that
should be used to improve our understanding of complex systems. As all claims
in this paper are based on accepted and peer reviewed - and often foundational -
literature, additional experimental proofs are not necessary.

Disclaimer

The authors’ affiliation with The MITRE Corporation is provided for identifica-
tion purposes only, and is not intended to convey or imply MITRE’s concurrence



Epistemological Constraints of Computational Complex Adaptive Systems 9

with, or support for, the positions, opinions, or viewpoints expressed by the
authors. This paper has been approved for Public Release; Distribution Unlim-
ited; Case Number 17-3081-15.
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13. Hébert-Dufresne, L., Pellegrini, A.F., Bhat, U., Redner, S., Pacala, S.W., Berdahl,
A.M.: Edge fires drive the shape and stability of tropical forests. Ecol. Lett. 21(6),
794–803 (2018)

14. Holland, J.H.: Complex adaptive systems. Daedalus 17–30 (1992)
15. Holland, J.H.: Hidden Order: How Adaptation Builds Complexity. Addison Wesley

Publishing Company, Boston (1995)
16. Humphreys, P.: Extending Ourselves: Computational Science, Empiricism, and

Scientific Method. Oxford University Press, Oxford (2004)
17. Ingwersen, W.W., Garmestani, A.S., Gonzalez, M.A., Templeton, J.J.: A systems

perspective on responses to climate change. Clean Technol. Environ. Policy 16(4),
719–730 (2014)

18. Kauffman, S.A.: The origins of order: self-organization and selection in evolution.
In: Spin Glasses and Biology, pp. 61–100. World Scientific (1992)

19. Levin, S.A.: Ecosystems and the biosphere as complex adaptive systems. Ecosys-
tems 1(5), 431–436 (1998)



10 A. Tolk et al.

20. Lewes, G.H.: Problems of Life and Mind. Trübner & Company, London (1877)
21. Maier, M.W.: The role of modeling and simulation in system of systems devel-

opment. In: Rainey, L.B., Tolk, A. (eds.) Modeling and Simulation Support for
System of Systems Engineering Applications. Wiley (2015)

22. McCarthy, I.P., Tsinopoulos, C., Allen, P., Rose-Anderssen, C.: New product devel-
opment as a complex adaptive system of decisions. J. Prod. Innov. Manage. 23(5),
437–456 (2006)

23. Miller, J.H., Page, S.E.: Complex Adaptive Systems: An Introduction to Compu-
tational Models of Social Life: An Introduction To Computational Models of Social
Life. Princeton University Press, Princeton (2009)

24. Norman, M.D., Koehler, M.T., Pitsko, R.: Applied complexity science: enabling
emergence through heuristics and simulations. In: Emergent Behavior in Complex
Systems Engineering: A Modeling and Simulation Approach, pp. 201–226 (2018)

25. O’Connor, T., Wong, H.Y.: Emergent properties. In: Zalta, E.N. (ed.) The Stan-
ford Encyclopedia of Philosophy, Summer 2015 edn. Metaphysics Research Lab,
Stanford University (2015)

26. Payne, J.L., Khalid, F., Wagner, A.: RNA-mediated gene regulation is less evolv-
able than transcriptional regulation. Proc. Natl. Acad. Sci. 201719138 (2018)

27. Rouse, W.B.: Engineering complex systems: implications for research in systems
engineering. IEEE Trans. Syst. Man Cybern. Part C (Appl. Rev.) 33(2), 154–156
(2003)

28. Rouse, W.B.: Health care as a complex adaptive system: implications for design
and management. Bridge Wash. Natl. Acad. Eng. 38(1), 17 (2008)

29. Sheard, S.A., Mostashari, A.: Principles of complex systems for systems engineer-
ing. Syst. Eng. 12(4), 295–311 (2009)

30. Silberstein, M., McGeever, J.: The search for ontological emergence. Philos. Q.
49(195), 201–214 (1999)

31. Tolk, A.: Simulation and modeling as the essence of computational science. In:
Proceedings of the 50th Summer Computer Simulation Conference (2018)

32. Tolk, A., Diallo, S., Mittal, S.: Complex systems engineering and the challenge of
emergence. In: Emergent Behavior in Complex Systems Engineering: A Modeling
and Simulation Approach, pp. 79–97. Wiley (2018)

33. Zeigler, B.P., Mittal, S.: System theoretic foundations for emerging behavior mod-
eling: the case of emergence of human language in a resource-constrained complex
intelligent dynamical system. In: Emergent Behavior in Complex Systems Engi-
neering: A Modeling and Simulation Approach, pp. 35–57. Wiley (2018)



Synergy and the Bioeconomics of Complexity

Peter A. Corning(&)

The Institute for the Study of Complex Systems
is headquartered in Seattle, Washington, USA
pacorning@complexsystems.org

Abstract. Living systems are distinctive in that they are subject to basic eco-
nomic criteria, and to economic constraints. They are obedient to the calculus of
economic costs and benefits in any given environmental context. This applies to
all biological traits, including complexity (which can be defined and measured in
both structural and functional terms). A major theoretical challenge, therefore, is
to account for the “progressive” evolution of complex living systems over time,
from the origins of life itself to “superorganisms” like leaf cutter ants and
humankind. Why has complexity evolved? A causal theory, called the Synergism
Hypothesis, was first proposed by this author in the 1980s and was independently
proposed by John Maynard Smith and Eörs Szathmáry in the 1990s. This theory
is only now emerging from the shadows as a major paradigm shift is occurring in
evolutionary biology away from a reductionist, individualistic, gene-centered
model to a multi-level, systems perspective. The Synergism Hypothesis is, in
effect, an economic (or bioeconomic) theory of complexity. It is focused on the
costs and benefits of complexity, and the unique creative power of functional
synergy in the natural world. The theory proposes that the overall trajectory of the
evolutionary process over the past 3.8 billion years or so has been shaped by
synergies of various kinds. The synergies produced by cooperation among var-
ious elements, genes, parts, or individuals may create interdependent “units” of
adaptation and evolutionary change that are favored in a dynamic that Maynard
Smith termed Synergistic Selection (in effect, a sub-category of natural selec-
tion). Some methodological issues will also be discussed, and some examples
will be provided.

1 Introduction

Much of the work in complexity science in recent years has been focused on the
physical, structural, functional, and dynamical aspects of complex phenomena, as
reflected in the papers for this volume. Well and good. Living systems are, after all,
embedded in the physical world.

However, complex organisms are distinctive in that they are also subject to basic
economic criteria, and to economic constraints. Biological complexity is not simply an
end in itself, nor an historical artifact, much less the product of some exogenous
physical trend, force, or “law”. Over the years, many candidate laws have been pro-
posed that have claimed to explain complexity in evolution, going back to Jean
Baptiste de Lamarck’s “power of life” and Herbert Spencer’s “universal law of evo-
lution” in the nineteenth century (see the discussion in Corning 2018). In the latter part
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of the twentieth century, the development of new mathematical tools and rise of
complexity theory in various disciplines inspired a plethora of new law-like, or
mechanistic explanations. This theme has continued into the new century. Perhaps most
provocative is physiologist John Torday’s (2016) claim that biological complexity is
only an “epiphenomenon” of a mechanistic dynamic associated with physiological
homeostasis (see also Torday and Rehan 2017).1

The problem with all such deterministic theories is that they explain away the very
thing that needs to be explained – namely, the contingent nature of living systems and
their fundamentally functional, adaptive properties. The purveyors of these theories
often seem oblivious to the inescapable challenges associated with what Darwin called
the “struggle for existence” in the natural world, and they discount the economics – the
costs and benefits of complexity. Nor can they explain the fact that some 99% of all the
species that have ever evolved are now extinct. Life is phenomenon that is at all times
subject to the requirement that the bioeconomic benefits (direct or indirect) of any
character or trait – including complexity – must outweigh the costs. It is subject to

1 Though he is antagonistic to traditional neo-Darwinism, Torday’s theory tacitly acknowledges the
role of differential selection (natural selection) in evolution. His scenario posits the development of a
set of highly synergistic physiological components that combined to produce homeostasis, which, he
claims, has driven further physiological developments over time. But phrases like “selection
advantage” and “positive selection” sneak into his discussion at various points. For example, he
describes the over-engineering of lung capacity in land animals as being, very likely, the result of
evolution “positively selecting for those organisms with optimal exchange capacity.” It’s natural
selection in deep disguise.
A comment is also in order here regarding the mechanical engineer Bejan’s (2016) much-hyped

new theory of “everything” (his term) in physics, which he calls the “constructal law of design in
nature.” Bejan’s claim is that there is a universal, inherent tendency for any “flow system” in nature –
from rivers to living systems – to evolve over time in such a way as to provide “ever greater access to
the currents that flow through it.” Take, for example, the energy throughputs in living organisms. To
Bejan, the increases in energy flows over the course of biological evolution accord with his physical
law. It resembles similar physical trends. To a biologist, however, any increases in energy flows over
time have had a strictly functional basis. An increase in efficiency, or in energy throughputs, is the
end-product of natural selection – differential survival and reproduction among naturally occurring
variations in energy capture/utilization capacities. Bejan’s theory only accounts for the “winners”.
But, in reality, this is an artifact of the functional advantages involved and not of some exogenous
“law”. Indeed, Bejan’s “flow” model cannot predict major functional variations in living systems.
Consider water consumption. Filter feeders, like sponges, can process huge quantities of water in the
course of a day, typically more than their own weight every few seconds. A human consumes only a
small fraction of that amount, by weight. Moreover, the actual water throughput for any individual
human is very much context-dependent. A marathon runner on a hot day will consume much more
water (perhaps two quarts per hour) than a sedentary person of the same weight who is watching TV
in an air-conditioned living room. It is the same with energy throughputs. Indeed, various specialized
cells in our bodies consume vastly different amounts of energy (see below).
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functional criteria and the calculus of economic costs and benefits in any given envi-
ronmental context.2

So, the question is, what are the advantages of biological complexity? One (flip-
pant) answer is that, if you assemble just the right “package” of attributes, you can
create a human. A proper answer is much more complicated – of course. We need to
start by defining what complexity means in relation to living systems and then examine
how – and why – biological complexity has evolved over time.

2 Defining Biological Complexity

The question of how to define biological complexity has been much-debated over the
years. It is evident that there is no one correct way to measure it; it can be defined in
different ways for different purposes. However, two alternative methodologies are
relevant (at least in theory) as ways of characterizing the broad evolutionary trend
toward multi-leveled complex systems over the past 3.8 billion years or so, beginning
with the origins of life and culminating (temporally at least) in humankind.

One method is structural. A synthetic complexity scale can be constructed from the
number of levels of organization (inclusive of social organization), the number of
distinct “parts”, the number of different kinds of parts, and the number of intercon-
nections among the parts (see Corning and Szathmáry 2015). The other method is
functional. A complexity scale can be derived from the number of functionally discrete
“tasks” in the division/combination of labor at all levels of organization, coupled with
the quantity of “control information” that is generated and utilized by the system.
Control information is defined as “the capacity to control the capacity to do work” in a
cybernetic process; it is equivalent to the amount of thermodynamic work that a system
can perform (see Corning and Kline 1998; Corning 2005, 2007). Both of these
methodologies are relevant for the theoretical paradigm that will be discussed here.

3 Measuring the Costs and Benefits

There are also various ways of measuring the economic costs and benefits of biological
complexity. The “ultimate” measure of profitability is, of course, reproductive success.
Although the level of personal investment can vary widely in the natural world, an
organism must sustain a minimal economic “profit” in order to be able to reproduce

2 For example, Torday (2016) affirms that economic criteria have been operative even in the basic
physiological evolution of living systems. One illustration: “…[I]t has been observed that the
genome decreased by about 80%–90% after the Cambrian Extinction. The advent of endothermy
may explain this phenomenon because ectotherms require complex enzymatic regulatory mecha-
nisms in order to accommodate variable atmospheric temperatures, whereas the uniform body
temperature of endotherms/homeotherms only requires one metabolic isoform to function optimally.
Since metabolic genes account for 17% of the human genome, representing a fraction of the number
of metabolic genes expressed by ectotherms, this reduction in metabolic enzyme heterogeneity
would have contributed to the dramatic decrease in post-Cambrian genomic size.” In other words,
natural selection favored functional efficiencies/economies.
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itself, and the more offspring it produces the more profitable it is from an ultimate
evolutionary perspective.

However, there are also a many other, “proximate” ways of measuring the costs and
benefits involved in “earning a living” in nature, and a number of familiar economic
criteria are likely to have been important from a very early stage in the history of life on
Earth — capital costs, amortization, operating costs and, most especially, strict eco-
nomic profitability. The returns had to outweigh the costs. There is, of course, a large
research literature in behavioral ecology and bioeconomics that is focused on just such
proximate issues (see especially Davies, Krebs and West 2012, as well as such journals
as Behavioral Ecology, Behavioral Ecology and Sociobiology, and the Journal of
Bioeconomics).

Consider the fundamental need for energy capture. Dating back to Erwin Schrö-
dinger’s classic lectures and small book, What is Life? in 1944, it has long been
appreciated that thermodynamics is of central importance in understanding the nature
of life, and the challenges of living. Living systems must do work and are subject to
thermodynamic entropy and the Second Law. This imposes significant functional
requirements.

However, there is also a deep tradition in biophysics that assumes away the eco-
nomic challenges involved in creating “negative entropy” (Schrödinger’s neologism for
how living systems contradict the Second Law). Indeed, there is a school of theorists
who have advanced the proposition that energy is somehow a free good and that
available energy itself “drives” the process of creating order and organization in the
living world (see for examples, Morowitz 1968; Kauffmann 1995; Holland 1998;
Schneider and Sagan 2005).

A famous experiment in physics, Maxwell’s Demon, unwittingly demonstrated
why this assumption is incorrect (see the detailed critique in Corning 2005, Chap. 13).
In a nutshell, there is no way the Demon could create thermodynamic order “without
the expenditure of work” (to use Maxwell’s own, ill-considered claim for the Demon).
Living systems must adhere to the first and only law (so far) of “thermoeconomics”,
namely, that the energetic benefits (the energy made available to the system to do work)
must outweigh the costs required for capturing and utilizing it. From the very origins of
life, energy has never been a free good (although initially the costs may have been
exogenous to the system, or “externalities” – see Corning 2018). As biological com-
plexity has increased over time, the work required to obtain and use energy to sustain
the system has increased correspondingly (see the review in Corning 2005). Indeed,
improvements in bioenergetic technologies represent a major theme in evolutionary
history and in every case involved synergistic phenomena.

4 The Synergism Hypothesis

How, then, do we account for the evolution of biological complexity? Over the course
of the past two decades, the subject of complexity has emerged as a major theme within
mainstream evolutionary biology, and a search has been underway for “a Grand
Unified Theory” – as biologist McShea (2015) characterizes it – that is consistent with
Darwin’s great vision.
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As it happens, such a theory already exists. It was first proposed in The Synergism
Hypothesis: A Theory of Progressive Evolution in 1983, and it involves an economic
(or perhaps bioeconomic) theory of complexity. The same idea was later independently
proposed in their two books on the “major transitions” in evolution. Simply stated,
cooperative interactions of various kinds, however they may occur, can produce novel
combined effects – synergies – with functional advantages that may, in turn, become
direct causes of natural selection. The focus of the Synergism Hypothesis is on the
favorable selection of synergistic “wholes” and the combinations of genes that produce
these wholes. The parts (and their genes) that create these synergies may, in effect,
become interdependent units of evolutionary change.

In other words, the Synergism Hypothesis is a theory about the unique combined
effects produced by the relationships and interactions between things. I refer to it as
Holistic Darwinism because it is entirely consistent with natural selection theory,
properly understood (see the book-length elaboration in Corning 2005). Accordingly, it
is the functional (economic) benefits associated with various kinds of synergistic effects
in any given context that are the underlying cause of cooperative relationships – and of
complex organization – in the natural world. The synergy produced by the whole
provides the proximate functional payoffs that may differentially favor the survival and
reproduction of the parts (and their genes).

Illustrates this idea with an analogy. The recipe for a biscuit/cookie is rather like the
genome in living organisms. It represents a set of instructions for how to make an end-
product. A shopper who buys a biscuit/cookie selects the “phenotype” – the end-
product, not the recipe. So, if the recipe survives and the number of cookies multiply
over time, it’s only because shoppers like the end-product and are willing to purchase
more of them. Although it may seem like backwards logic, the thesis is that functional
synergy is the cause of cooperation and complexity in living systems, not the other way
around.

5 Synergistic Selection

Maynard Smith also proposed the concept of Synergistic Selection in a 1982 paper as
(in effect) a sub-category of natural selection. Synergistic Selection refers to the many
contexts in nature where two or more genes/genomes/parts/individuals have a shared
fate; they are functionally interdependent. Maynard Smith illustrated with a formal
mathematical model that included a term for “non-additive” benefits. As I argue in my
2018 book, Synergistic Selection is an evolutionary dynamic with much wider scope
even than Maynard Smith envisioned. It includes, among other things, many additive
phenomena with combined threshold effects and, more important, many “qualitative
novelties” that cannot even be expressed in quantitative terms. Synergistic Selection
focuses our attention on the causal dynamics and selective outcomes when synergistic
phenomena of various kinds arise in the natural world. For it is synergy, and Syner-
gistic Selection, that has driven the evolution of cooperation and complexity in living
systems over time, including especially the major transitions in evolution.
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One example (among the many cited in my book) is the evolution of eukaryotes.
Increased size and complexity can have many functional advantages in the natural
world (see below), and eukaryotic cells, inclusive of their complex internal architecture,
average some 10–15,000 times larger than the typical prokaryote. However, this huge
size difference requires many orders of magnitude more energy, and the key to solving
this functional imperative was a symbiotic (synergistic) union between an ancestral
prokaryote and an ancestor of the specialized, energy producing mitochondria in
modern eukaryotic cells. Not only was this novel combination of labor mutually
beneficial for each of the two partners, but it created a pathway for expanding and
multiplying those benefits many times over. Some specialized cells in complex
organisms like humans may contain hundreds, or even thousands, of mitochondria.
Liver cells, for instance, have some 2,500 mitochondria and muscle cells may have
several times that number. I refer to it as a “synergy of scale.” (See also Lane 2017. For
related work on the evolution of multicellularity, see Ratcliff et al. 2012, 2015.)

6 The Creative Role of Synergy

It should be emphasized that many things can influence the likelihood of cooperation
and synergy in the natural world – the ecological context, specific opportunities,
competitive pressures, the risks (and costs) of cheating or parasitism, effective policing,
genetic relatedness, biological “pre-adaptations”, and especially the distribution of
costs and benefits. However, an essential requisite for cooperation (and complexity) –
is functional synergy. Just as natural selection is agnostic about the sources of the
functional variations that can influence differential survival and reproduction, so the
Synergism Hypothesis is agnostic about how synergistic effects can arise in nature.
They could be self-organized; they could be a product of some chance variation; they
could arise from a happenstance symbiotic relationship; or they could be the result of a
purpose-driven behavioral innovation by some living organism.

It is also important to stress that there are many different kinds of synergy in the
natural world, including (as noted above) synergies of scale (when larger numbers
provide an otherwise unattainable collective advantage), threshold effects, functional
complementarities, augmentation or facilitation (as with catalysts), joint environmental
conditioning, risk- and cost-sharing, information-sharing, collective intelligence,
animal-tool “symbiosis” and, of course, the many examples of a division of labor (or
more accurately, a combination of labor) in the natural world. Indeed, many different
synergies may be bundled together (a synergy of synergies) in a complex socially
organized “superorganism” like leaf cutter ants or Homo sapiens (for details, see
Corning 2018).

7 Quantifying Synergy

Synergistic effects can also be measured and quantified in various ways. In the bio-
logical world, they are predominantly related to survival and reproduction. Thus,
hunting or foraging collaboratively – a behavior found in many insects, birds, fish and
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mammals – may increase the size of the prey that can be pursued, the likelihood of
success in capturing prey or the collective probability of finding a “food patch.”
Collective action against potential predators – herding, communal nesting, synchro-
nized reproduction, alarm calling, coordinated defensive measures, and more – may
greatly reduce an individual animal’s risk of becoming a meal for some other creature.

Likewise, shared defense of food resources – a practice common among social
insects, birds, and social carnivores alike – may provide greater food security for all.
Cooperation in nest-building, and in the nurturing and protection of the young, may
significantly improve the collective odds of reproductive success. Coordinated move-
ment and migration, including the use of formations to increase aerodynamic or
hydrodynamic efficiency, may reduce individual energy expenditures and/or aid in
navigation. Forming a coalition against competitors may improve the chances of
acquiring a mate, or a nest-site, or access to needed resources (such as a watering-hole,
a food patch, or potential prey). In all of these situations, it is the synergies that are
responsible for achieving greater efficiencies and enhancing profitability.

8 Testing for Synergy

There are also various ways of testing for synergy. One method involves experiments,
or “thought experiments” in which a major part is removed from the whole. In many
cases (not all), a single deletion, subtraction or omission will be sufficient to eliminate
the synergy. Take away the heme group from a hemoglobin molecule, or the mito-
chondria from a eukaryotic cell, or the all-important choanocytes from sponges, or, for
that matter, remove a wheel from an automobile. The synergies will vanish.

Another method of testing for synergy derives from the fact that many adaptations,
including those that are synergistic, are contingent and context specific, and that vir-
tually all adaptations incur costs as well as benefits. To repeat, the benefits of any trait
must, on balance, outweigh the costs; it must be profitable in terms of its impact on
survival and reproduction. Thus, it may not make sense to form a herd, or a shoal, or a
communal nest if there are no threatening predators in the neighborhood, especially if
proximity encourages the spread of parasites or concentrates the competition for scarce
resources. Nor does it make sense for emperor penguins in the Antarctic to huddle
together for warmth at high-noon during the warm summer months, or for Mexican
desert spiders to huddle against the threat of dehydration during the wet rainy season.
And hunting as a group may not be advantageous if the prey is small and easily caught
by an individual hunter without assistance.

Another way of testing for synergy involves the use of a standard research
methodology in the life sciences and behavioral sciences alike – comparative studies.
Often a direct comparison will allow for the precise measurement of a synergistic
effect. Some of the many documented examples in the research literature include
flatworms that can collectively detoxify a silver colloid solution that would otherwise
be fatal to any individual alone; nest construction efficiencies that can be achieved by
social wasps compared to individuals; lower predation rates in larger meerkat groups
with more sentinels; higher pup survival rates in social groups of sea lions compared to
isolated mating pairs; the hunting success of cooperating hyenas in contrast with those
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that fail to cooperate; the productivity of choanocytes in sponges compared to their
very similar, free-swimming relatives called choanoflagellates, and the comparison
between lichen partnerships and their independently-living cousins. Some of the most
relevant examples can be found in comparative genomics (e.g., see Berens et al. 2015).

9 “Why Size Matters”

In his important book, Why Size Matters, Bonner (2006) focused on the critical role of
size in evolution and, equally important, the close linkage between size and biological
complexity as he defined it, namely, an internal cellular division of labor. Bonner’s
thesis was that increased complexity (thus defined) in living systems is driven by
increases in size. “There are universal rules imposed by size,” he tells us (p.x). He also
asserts that “size is the supreme regulator of all matters biological” (p. 2). Indeed, “size
is a prime mover in evolution…increased size requires changes in structure and
function” (ibid.).

It is certainly true that there is an interplay between the physics of size and the
engineering and functional challenges associated with building and maintaining a
larger organism. Gravity is an obvious problem. And so is the problem of producing
and diffusing greater quantities of oxygen, energy and nutrients throughout a much
larger system. However, like many other monolithic theories, the truth in this case
probably lies somewhere in the middle. Increased functional capabilities and effi-
ciencies are also necessary as prerequisites for increased size, and the question of which
came first might be resolved by viewing the causal dynamics from a longitudinal
perspective – as a process of reciprocal causation over time (see especially Laland
2011, 2013). It is an argument that goes back to Darwin himself in The Origin of
Species.

But more important, Bonner’s hypothesis begs the question. Why have organisms
grown larger over time? Why do we see a progression in evolutionary history from
microscopic prokaryotes with their relatively simple internal division of labor to much
larger, intricately organized and far more complex eukaryotes, then to multicellular
organisms, and, finally, to organized societies composed of many individual organisms,
sometimes numbering in the millions? The answer, in brief, is that size is not an end in
itself. It arises because it confers various functional advantages – various synergies of
scale. These may include such things as improved mobility, more effective food acqui-
sition, more efficient and effective reproduction, and, not least, protection from predators.

10 A Classic Example

Consider, for example, the volvocines, a primitive order of aquatic green algae that form
into tight-knit colonies resembling integrated organisms. One of the smallest of these
colonies (Gonium) has only a handful of cells arranged in a disk, while the Volvox that
give the volvocine line its name may have some 50–60,000 cells arranged in the shape of
a hollow sphere that is visible to the naked eye. Each Volvox cell is independent, yet the
colony-members collaborate closely. For instance, the entire colony is propelled by a
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thick outer coat of flagella that coordinate their exertions to keep the sphere moving and
slowly spinning in the water – in other words, a synergy of scale.

Some of the synergies in the Volvox were documented in a study many years ago by
Bell (1985), and in more recent studies by Michod (1999, 2007, 2011). The largest of
the Volvox colonies have a division of labor between a multi-cellular body and seg-
regated reproductive cells. Bell’s analyses suggested some of the benefits. A division of
labor and specialization facilitates growth, resulting in a much larger overall size. It
also results in more efficient reproductive machinery (namely, a larger number of
smaller germ cells). The large hollow enclosure in Volvox also allows a colony to
provide a protective envelope for its daughter colonies; the offspring disperse only
when the parental colony finally bursts apart.

But there is one other vitally important synergy of scale in Volvox. It turns out that
their larger overall size results in a much greater survival rate than in the smaller
Gonium. These algae are subject to predation from filter feeders like the ubiquitous
copepods, but there is an upper limit to the prey size that their predators can consume.
The larger, integrated, multi-cellular Volvox colonies are virtually immune to predation
from the filter feeders.

11 Toward a Post-modern Evolutionary Synthesis

Many theorists these days are calling for a new post-modern, post-neo-Darwinian
synthesis. Some advocate the adoption of a more elaborate “multilevel selection”model.
Others speak of an “Extended Evolutionary Synthesis” that would include develop-
mental processes and Lamarckian inheritance mechanisms, among other things (see
Pigliucci and Müller 2010; Jablonka 2013). Noble (2013) has proposed what he calls an
“Integrative Synthesis” that would include the role of physiology in the causal matrix.

Whatever the label, it is clear that a much more inclusive framework is needed, one
that captures the full dynamics, and the interactions, among the many different causal
influences at work in the natural world. We also need to view the evolutionary process
in terms of multi-leveled systems – functional organizations of matter, energy, and
information, from genomes to ecosystems. And we must recognize that the level of
selection – of differential survival and reproduction – in this hierarchy of system levels
is determined in each instance by a synergistic configuration, or network of causes.
Indeed, the outcome in any given context may be a kind of vector sum of the causal
forces that are at work at several different levels at once.

In the heyday of the Modern Synthesis in the twentieth century, the explanatory
framework in evolutionary biology was often truncated to focus on genetic mutations,
sexual recombination, and the mathematics of differential selection (changes in gene
frequencies) in an interbreeding population. This mathematical framework, albeit with
many refinements, remains the theoretical backbone of the discipline to this day. The
fundamental problem is that it explains very little. Natural selection (properly under-
stood) is not an external causal agency or a “mechanism”. It is a metaphor – an
umbrella term for a wide-open framework that encompasses whatever specific factors
may influence biological continuity and change in any given environment. Equally
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important, it is no longer tenable to view genetic mutations as the primary source of
creativity in evolution. There are many different sources of innovation. In the words of
Noble 2014) and his co-authors: “DNA does not have a privileged place in the chain of
causality.”3 (See also Woese 2004.)

12 An Inclusive Synthesis

What is needed going forward is a broadly ecumenical paradigm that would provide
more of a work plan than a finished product. Perhaps it could be characterized as an
Inclusive Synthesis. It would be an open-ended framework for explaining how,

3 Over the past few decades the fundamental tenets of neo-Darwinism have been convincingly
challenged. It seems that organisms are active participants in shaping the evolutionary process. There
is now a paradigm shift under way from an atomistic, reductionist, gene-oriented, mechanistic
(robotic) model to a systems perspective in which “purposeful” actions and informational processes
are recognized as fundamental properties of living organisms at all levels. In his important book,
Evolution: A View from the 21st Century, the leading microbiologist Shapiro (2011, 2009) argues that
cells must be viewed as complex systems that control their own growth, reproduction and even shape
their own evolution over time. He refers to it as a “systems engineering” perspective. Indeed, there is
no discreet DNA unit that fits the neo-Darwinian model of a one-way, deterministic gene. Instead,
the DNA in a cell represents a two-way, “read-write system” wherein various “coding sequences” are
mobilized, aggregated, manipulated and even modified by other genomic control and regulatory
molecules in ways that can influence the course of evolution itself. “We need to develop a new
lexicon of terms based on a view of the cell as an active, sentient entity,” Shapiro stresses. Echoing
the views of a number of other theorists recently, he calls for “a deep rethinking of basic evolutionary
concepts.” Indeed, Shapiro cites some 32 different examples of what he refers to as “natural genetic
engineering,” including immune system responses, chromosomal rearrangements, diversity gener-
ating retroelements, the actions of mobile genetic elements called transposons, genome restructuring,
whole genome duplication, and symbiotic DNA integration. As Shapiro emphasizes, `̀ The capacity
of living organisms to alter their own heredity is undeniable. Our current ideas about evolution have
to incorporate this basic fact of life.''
The well-known senior physiologist Noble (2012, 2013), in a recent paper, argues that all the basic

assumptions underlying the Modern Synthesis and neo-Darwinism have been proven wrong.
Specifically, (1) genetic changes are often very far from random and in many cases are directed by
“epigenetic” (developmental) and environmental influences; (2) genetic changes are often not
gradual and incremental (Noble cites, among other things, the radical effects of DNA transposons,
which have been found in more than two-thirds of the human genome); (3) an accumulation of
evidence for a Lamarckian inheritance of epigenetic influences that has now reached the flood stage;
and (4) natural selection, rather than being gene focused, is in fact a complex multi-leveled process
with many different levels and categories of causation. Woese and Goldenfeld (2009) in their critique
of the modern synthesis characterize life as a “collective phenomenon.” And evolutionary theorist
Eva Jablonka and her colleagues (Jablonka et al. 1998; Jablonka and Raz 2009; Jablonka and Lamb
2014) identify four distinct “Lamarckian” modes of inheritance: (1) directed adaptive mutations,
(2) the inheritance of characters acquired during development and the lifetime of the individual,
(3) behavioral inheritance through social learning, and (4) language-based information transmission.
It could be called the extended genome. In a recent review of the mounting evidence for this
Lamarckian view, Jablonka (2013) concludes: “The existing knowledge of epigenetic systems leaves
little doubt that non-genetic information can be transmitted through the germ line to the next
generation, and that internal and external conditions influence what is transmitted and for how long.”
The developmental biologist West-Eberhard (2003) goes even further: “Genes are followers, not
leaders, in adaptive evolution.”
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precisely, natural selection “does its work” in any given context (what causal factors
influence adaptive changes). It would also represent an ongoing work-in-progress
rather than a completed theoretical edifice. Nor would it seek to reduce natural selection
ultimately to some simple formula or “mechanism”. No single discipline (or model) can
capture such a complex, multi-faceted narrative. In the longer run, our theoretical
enterprise will require a synthesis and integration of the many different specialized and
rapidly growing areas of knowledge (see Love 2010).

In the meantime, the historical process through which these multilevel biological
systems have evolved over time can be framed as a sequence of major transitions in
complexity – from the very origins of life itself to the emerging global society that
humankind is now engaged in creating (for better or worse). And, at every level in this
hierarchy, we can see the driving influence of synergy and Synergistic Selection. The
arc of evolution bends toward synergy.
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Abstract. The ideas drawn from broadly defined systems thinking, including
complex systems studies, have already been used to describe and explain socio-
economic inequality, both directly and indirectly. Most of these works are good
examples of applications of middle-range theories of socio-economic inequality,
but many issues still need to be studied. The aim of this paper is to survey the
different applications of complexity studies in the extant research on socio-
economic inequality. Although inequality is a common phenomenon worldwide,
attention in this paper is paid to the developed world, where poverty is not such
a significant issue and where the ‘information revolution’ has had a greater
impact.

Keywords: Complexity � Socio-economic inequality � Middle-range theories

1 Introduction

Socio-economic inequality studies are dominated by two approaches [35, 38, 41, 44].
In the first approach, empirical studies focus on describing the situation, often without a
deeper explanation of the causes. In the second, inequality is seen within the framework
of broad ideological and/or political considerations. A research gap exists, in which
middle-range theoretical ideas may be placed. This gap can be at least partially filled
with applications of complex systems studies.

The ideas drawn from broadly defined complex systems studies have already been
employed directly and indirectly to describe and explain socio-economic inequality,
e.g. [3, 14, 27]. The following questions could be proposed: What are the universal,
systemic characteristics of inequality in social systems stemming from inherent dif-
ferentiation (hierarchy, functional differentiation, clustering)? What are the conse-
quences of the relative character of socio-economic inequality? What are the
weaknesses of measuring socio-economic inequality? What is the specificity of socio-
economic inequality in the modern ‘Information Society’? Is there any ‘eigendynamik’
of socio-economic inequality in a modern society (inequality as an ‘emerging
property’)?

The aim of the present paper is to survey the extant research in socio-economic
inequality and to show the different potential applications of complexity studies in this
area. Although inequality is a worldwide phenomenon, more attention is paid here to
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the developed world where poverty is not such a significant issue and where the
‘information revolution’ has a greater impact. A ‘moderate constructivism’ is proposed
as the epistemological foundation of the paper. This foundation encompasses ideas
from the philosophy of language, hermeneutics [32], linguistics [28] and construc-
tivism [22, 40].

2 Interpretations and Definitions of Inequality in Society

Socio-economic inequality requires a precise interpretation since in multiple scholarly
texts the notion of ‘inequality’ without any adjectives is used interchangeably with
economic inequality, e.g. [33]. Inequality is considered in four key domains [11, p. 4]:
socio-economic, health, political, and cultural.

Two distinctions need to be made in any analysis of inequality. The first is the
difference between the unequal distribution of desirable life outcomes (health, happi-
ness, educational success, or material possessions) and the unequal distribution of
opportunities (access to power and life opportunities that facilitate the attainment of
desirable outcomes). The second is the distinction between the unequal distribution of
opportunities and outcomes between individuals and groups [11, p. 3]. The present
paper focuses upon individuals.

Two interpretations of inequality in society can be distinguished – social and
economic. Social inequality exists when resources and rights in a society are distributed
unevenly, typically through norms of allocation that engender specific patterns along
lines of socially defined types of individuals. They are differentiated according power,
religion, kinship, prestige, race, ethnicity, gender, age, and class. Social rights include
the labor market, source of income, health care, freedom of speech, education, political
representation, and participation. Social inequality is held responsible for conflict, war,
crisis, oppression, criminal activity, political unrest and instability, and indirectly it
impacts upon economic growth.

Viewed as a sub-class of social inequality, economic inequality is depicted as ‘the
fundamental disparity that permits one individual certain material choices, while
denying another individual those very same choices’ [33, p. 1]. In a more specific way,
economic inequality can be defined as the difference in various measures of economic
well-being between individuals, in a group, between groups in a population, or between
countries. It encompasses three areas: wealth, income and consumption. The issue of
economic inequality is relevant to notions of equity, equality of outcome, and equality
of opportunity [19]. It can be analyzed in a spatio-temporal framework, i.e. a territory,
through the lens of various elements of social systems and across specific time scales.

3 The ‘Hard’ and ‘Soft’ Complexity of Social Systems

In his search for a definition of complexity, Lloyd [30] identified 45 interpretations of
this term. An intricate picture of complexity studies emerges from the scheme proposed
by Castellani [12]. Numerous definitions of complexity have been formulated (only a
few are quoted here) [5, 7, 21, 24, 25, 34, 39, 46, 47, 48].
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In both ‘first order cybernetics’ [2] and in ‘hard’ systems thinking [6] – where the
observer is not taken into account – complexity was an important systemic feature.
Systems complexity can be characterized by such traits as adaptability, adaptation,
attractor, autopoiesis, bifurcations, the butterfly effect, chaos, a closed system,
coevolution, complex adaptive systems, dynamical systems, edge of chaos, emerging
properties, far-from-equilibrium states, a fitness landscape, fractals, hierarchy, non-
linearity, the number of elements, the number of relations, an open system, path
dependence, Power-Law, reflexivity, scale-free networks, self-organization, self-
organized criticality, self-reflexivity, synergy, synergetics, turbulence, and viability.

Following [29], the above ideas can be defined as ‘hard’ complexity research by way
of an analogy with ‘hard’ systems thinking, and embody ‘first order cybernetics’. This
research includes mathematical modeling of systems with operationable and computable
characteristics in physics, chemistry, natural sciences and in society. The ‘soft’ com-
plexity research, also coined as an analogous term for ‘soft’ systems thinking [15] and
‘second order cybernetics’ [20], includes qualitative, often non-operationalizable and
non-computable features of complexity. These ideas can be divided into two groups.
The first group includes analogies and metaphors drawn from ‘hard’ complexity studies.
They dominate in social sciences, though are often abused and misused. The second
group includes qualitative indigenous concepts such as the complexity of the social
systems of Luhmann [31] or ideas that are partly indigenous, and partly based on
analogies and metaphors [16].

Subjectivity is the key feature of complexity in the ‘soft’ approach. In second-order
cybernetics, or in a broader approach, i.e. constructivism [7, 22, 40], complexity is not
an intrinsic property of an object but rather depends on the observer - ‘complexity, like
beauty is in the eyes of the beholder’.

The complexity of social systems developed by Luhmann [31] is linked to
reflexivity, self-reflexivity and self-reference, since a reduction in complexity is also a
property of the system’s own self-observation, although no system can possess total
self-insight. This phenomenon is representative of the epistemology of modern social
sciences, where hermeneutics, learning, observation, self-observation, reflexivity and
self-reflexivity, self-reference and subsequently intersubjectivity play an important role.

4 Internal Systemic Hierarchies and Socio-Economic
Inequality

According to studies of society, hierarchical structures emerged as a consequence of the
increasing complexity of decision making processes within primitive tribes since
complex decisions could not be made by consensus. This could indicate a correlation
between the increasing complexity of social systems and increasing inequality.

Hierarchies in social systems can emerge as a result of self-organization, although
their emergence can also be stimulated. Hierarchy in terms of power and the allocation
of resources can also be imposed [45]. Structural and functional differentiation in social
systems encompasses the following: hierarchy, heterarchy and holarchy.

The hierarchy of social systems characterizes both ‘hard’ and ‘soft’ complexity.
Although the internal and external hierarchies of systems have been studied, especially
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in the theory of control and automata, the universal ideas of Simon [42, 43] and
Bertalanffy [6] continue to be applied in complex systems studies. In the simplest
sense, hierarchy is a relation of subordination. Social systems include the following
types of hierarchy:

(1) Power hierarchy.
(2) Functional hierarchy.
(3) Nested, recursive (fractal) hierarchy, which can be illustrated using the Russian

“matrioshka” doll where the hierarchical elements are self-similar.
(4) Containment hierarchy is a nested hierarchy in which the subsets must differ from

one another. Compositional containment hierarchy is an ordering of the parts that
make up a system—the system is “composed” of these parts. Most engineered
structures, whether natural or artificial, can be broken down in this manner. What
is also important in this type of hierarchy the emerging properties occur, i.e. it is
not possible to predict the behavior of a higher level system based upon obser-
vations of systems at a lower level of hierarchy.

(5) Subsumptive containment hierarchy - a classification of object classes.

Another type of internal ordering in systems is heterarchy, which involves a syn-
thesis of any type of hierarchical ordering with elements of the same rank. Similarly to
hierarchical structures, heterarchy may have a recursive character [23, pp. 127–157].
The next type of ordering affecting the internal differentiation of a society is holarchy.
The concepts of holon and holarchy were introduced by Koestler [26]. A holon is an
element of an entity, which is similar to the entity. Holons treated as elements of
systems include information about the entire system. In complex adaptive systems
(CAS) elements have only simple behavioral algorithms, e.g. bees in a beehive or
simple models of human behavior [24, 46]. If elements are given cognitive capabilities,
they could become similar to holarchic social systems. A holarchy can be also viewed
as a kind of fractal structure.

The hierarchical structure of complex systems has been studied by Simon [42, 43].
He distinguished between subjective hierarchy deriving from cognitive limitations and
physical hierarchy, and concluded that a hierarchical structure is an objective feature of
any system [42]. Each level of a hierarchy has its specific characteristics. One of these
characteristics that is important for socio-economic inequality is called near decom-
posability (nearly decomposable) [43].

According to Simon, all systems, - physical, social, biological, artificial – share the
property of having a near decomposable architecture: they are organized into hierar-
chical layers of parts, parts of parts…., and so on, in such a way that interactions
between elements belonging to the same parts are much more intense than interactions
between elements belonging to different parts. By ‘intense’ interaction we mean that
the behavior of one component depends more closely on the behavior of other com-
ponents belonging to the same part than on components belonging to other parts. This
property shows that elements at the same hierarchical level are naturally connected by
stronger ties.

We may thus conclude and hypothetize that theories of the hierarchical, heterar-
chical and holarchical architecture of social systems are middle-range theories, appli-
cable with a better understanding of the phenomenon of socio-economic inequality.
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5 Complex Systems Models and Socio-Economic Inequality

Pareto had already made observations regarding wealth allocation within the universal
framework of his 80–20 rule back in the early 20th Century [36, 37]. It was one of a
number of attempts made to elaborate rigorous models of socio-economic inequality.
These included not only methods of measurement and interpretation, e.g. the Gini
coefficient, but also models allowing for the identification of causal links and predic-
tions. Cumulative distributions with the Power-Law form are sometimes said to follow
Zipf’s Law or the Pareto distribution. Since Power-Law cumulative distributions imply
a Power-Law form for p(x), ‘Zipf’s Law’ and the ‘Pareto distribution’ are effectively
synonymous with the ‘Power-Law distribution’. Zipf’s Law and the Pareto distribution
differ graphically from one another [36, p. 4].

The Power-Law has become both a fundamental model of socio-economic
inequality and a source of metaphors and analogies. The most significant feature of the
Power-Law is that to some extent it reflects the situation in society, in which privileged
groups receive the majority of resources. Of course, this picture is simplified but it
reflects a certain rule existing in social systems. A distribution based on a Power-Law
indicates that extreme events (or the richest people, or the biggest websites) account for
most of the impact in that particular world, and everything falls off quickly afterwards.

The income distribution predicted by Pareto’s law is skewed, with the frequency
distribution declining monotonically, beginning at a minimum income. Pareto referred
to this as the ‘social pyramid’. This leads us to the issue of the connection between the
hierarchical structure of most societies and their income distribution [37].

Empirical results of research in both ‘hard’ science and social studies led to the
thesis that a shift can be observed from the Gaussian world to the Power-Law world
[1]. This would mean that it is not the average which matters, but rather the rare and the
unpredictable, which at the same time has a great impact on other elements of the
system. However, as was proved by Clauset and co-workers, the Power-Law distri-
bution is not so frequent as to legitimize generalizations of this kind [17].

Empirical studies found Power-Law behavior in the distribution of income in some
countries [9, p. 2]. Using the empirical methodology for detecting Power-Law behavior
introduced by Clauset [17], Brzeziński [9] found that top wealth values only follow
Power-Law behavior in 35% of analyzed cases. Therefore, a complete empirical
analysis would require conducting a statistical comparison of Power-Law models with
other candidate distributions.

A number of other models are also applied in the study of socio-economic
inequality: chemical kinetics-motivated Lotka-Volterra models, polymer physics-
inspired models and, most importantly, models inspired by the kinetic theory of gases
[14]. Applications of models, analogies and metaphors drawn from physics should be
scrutinized and their importance in the study of socio-economic inequality should be
re-assessed.

Scale-free networks elaborated by Barabási and Albert [3, 4] are also applied in
studies of socio-economic inequality. Barabási and collaborators coined the term
‘scale-free network’ to describe the class of networks that exhibit Power-Law degree
distribution. The ‘preferential attachment’ observed in scale-free networks may also be
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intuitively associated with inequality. This means that some objects of the network
acquire more links since they acquire more links (the privileged are privileged, since
they are privileged). However, the study [8] shows that scale-free networks are not too
frequent either in nature or in social systems, and thus new studies are also required.
The coincidence of scale-free network models with socio-economic inequality has been
the subject of comments. Buchanan called random networks ‘egalitarian’ and scale-free
networks ‘aristocratic’ [10, p. 119]. This coincidence was called the ‘rich get richer’
phenomenon [3, pp. 79–92; 10, pp. 106–120]. The hubs in scale-free networks were
even called spiders in the net [19, pp. 150–151].

Even before the introduction of free-scale networks Castells [13] anticipated an
increase in inequality in a network society. According to him, networks are charac-
terized by a ‘space of flows’ that overwhelms and pervades the traditional ‘space of
places’. Networks of capital, labor, information and markets are linked up through
technology, valuable functions, people and localities around the world, and when
switched off from their networks and territories these populations are deprived of values
and interest in the dynamics of modern capitalism [13, p. 337; 19, p. 152].

Scale-free networks also have another important attribute enhancing their signifi-
cance in any analysis of socio-economic inequality in the Information Society. In most
cases where inequality is modelled with Power-Law models, the data reflect physical
units. This means that ‘hard’ complexity is applied. In the case of networks more
attention should be given to the constructivist character of complexity.

Network relationships in society are constructivist in form. There are two ways of
constructing networks. First, an observer identifies relationships between behavior
and/or the traits of various objects – individuals, groups – and puts them into a network.
In this case, the network has at least a partly tangible foundation although its inter-
subjective character is also visible. The second type of network is purely intersubjective.
For example, on the basis of my readings of a specific type of scholarly works, the
search engine assigns me to a network of readers of literature on that topic. In this case
the network is symbolic and, according to the previous considerations, we enter a world
of intersubjectively created meanings. Thus, the challenges of ‘soft’ complexity come to
the fore. In the Information Society, inequality in access to information, or in other
words, to symbolic resources, could be even more differentiated. It could be hypothe-
sized that the future Information Society will be affected by a deeper inequality, for
example money is a form of information and a social construct as well.

6 Conclusions

The above survey of theories and empirical evidence allows us to draw a set of
conclusions, which, due to the very idea of this paper, can also be viewed as areas of
future research.

First and foremost, we must conclude that research into socio-economic inequality
based upon various models drawn from complex studies has already provided some
valuable insights into the characteristics of socio-economic inequality. This concerns in
particular models based on the Power-Law and the scale-free networks associated with
them.
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A second more far reaching conclusion and at the same time hypothesis, or better,
conjecture, can be formulated as follows: broadly defined complex systems studies are
one of the most promising instruments for studying socio-economic inequality in a
modern society. This applies to both ‘hard’ and ‘soft’ complexity. Complex systems
ideas appear to be the most suitable in helping develop middle-range theories of socio-
economic inequality.

Third, although the hierarchical structure of society is self-evident, the ideas drawn
from complex systems studies provide additional evidence about the functioning of
such structures. As a result, theoretical models and empirical evidence allow for a
deeper understanding of the mechanisms giving rise to various types of inequality in
social systems.

Fourth, the phenomenon of socio-economic inequality has different characteristics
in an advanced Information Society compared with less developed countries. In the
former, socio-economic inequality is affecting symbolic society (money is a symbol,
the high value of equity of such companies as Facebook is to a large extent symbolic).
In the latter, socio-economic inequality in most cases still concerns tangible aspects of
social life. Studies of different types of socio-economic inequality demand different
models be drawn from complex systems studies – inequality in reference to tangible
and intangible assets.
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Abstract. René Descartes’ enduring contribution to philosophy, natural science
and mathematics includes the unresolved residue of Cartesian dualism, as well
as a singular ‘bottom-up’ interpretation of reductive logic sustained within the
modern structure of the reductive natural science paradigm. Application of
strong reductive logic leads to the perplexing reductive epiphenomenalism
proposition.
Kurt Gödel’s two famous incompleteness theorems provide an argument

through analogy, demonstrating that reductive epiphenomenalism of con-
sciousness is a logical and demonstrably true ‘bottom-up’ reductive proposition;
characterized by conceptual paradox that cannot be resolved from inside the
modern reductive science paradigm using sustained singular ‘bottom-up’
reductive logic. The argument by analogy concludes reductive epiphenome-
nalism is an undecidable reductive proposition declaring strong reductive logic
to be fundamentally incomplete.
Thomas Kuhn’s historical conception of a scientific revolution and modern

explorations of contextual paradigm adaptation do not include descriptions of a
limit on reductive logic associated with reductive incompleteness. One analo-
gous implication of reductive incompleteness is the potential for an unresolvable
and undecidable reductive proposition, stated in the paradigm and strong logic
of reductive science, to become a resolvable and decidable reductive proposi-
tion within a closely related meta-reductive paradigm, preserving strong
reductive logic but employing slightly different assumptions and premises. This
opens the door to exploring functional adaptation of the reductive paradigm with
the creation of adjacent possible meta-reductive paradigms.
Adjacent possible meta-reductive paradigms responding to reductive incom-

pleteness, may be able to more closely mimic Nature’s inherent evolutionary
logic, provide novel solutions to unresolved or anomalous reductive scientific
problems, and clarify the relationship formal reductive incompleteness might
have with the natural logic of evolving systems.
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1 René Descartes

René Descartes’ enduring contribution to philosophy, natural science and mathematics
includes the residue of Cartesian dualism associated with consciousness studies and the
persistent application of a ‘bottom-up’ interpretation of reductive logic in modern
science. The ongoing difficulty resolving the remaining brain/mind split may be
directly related to Descartes’ interpretation of reductive logic and the sustained
application of his understanding within the modern structure of the reductive natural
science paradigm.

René Descartes’ initiated the consciousness debate with his famous pronouncement:
Cogito ergo sum – “I think therefore I am.” [21] Descartes’ dictum declares sufficient,
first-hand subjective knowledge of the existence of his own mind. Intangible and
immaterial consciousness exists because he experiences it. Descartes’ dualistic sepa-
ration of fundamental substances, dividing res extensa (material substance that occupies
space) from res cogitans (immaterial substance of the mind), ceded authority over
immaterial spirit and mind to the Catholic Church and Inquisition, effectively excluding
subjective consciousness and mind from the domain of scientific inquiry [80].

Descartes also suggested the material world must be approached with scientific
skepticism, using objective observation and reductive analysis as the experimental and
methodological tools for the nascent, historical natural sciences [3, 37]. Descartes’
definition of reduction and his remarkably enduring initial formulation of reductive
science appear first in his “Discourse on the Method of Rightly Conducting the Reason,
and Seeking Truth in the Sciences”. He composed four precepts, including, (1) doubt—
scientific doubt; (2) divide into parts—reduction; (3) ascend by little and little—
synthesis; and, (4) enumeration—declaring the essential importance of mathematics in
science. Descartes envisioned a unified conception of a hierarchy of reductive natural
sciences, bound together by the powerful and singular logic of reductive thought and
the precise reasoning of mathematics [25]. A unified application of reductive logic
metaphorically approaches phenomena with a ‘downward’ reductive focus, in order to
decompose and understand the phenomena so that a subsequent ‘bottom-up’ synthesis
can be achieved, often modeled with mathematical formalisms.

The underlying mechanisms or natural structures upon which any kind of unifi-
cation of the sciences could be defined remains contentious [16]. However, in con-
formity with Descartes’ solitary ‘bottom-up’ unifying interpretation of reductive logic,
the modern natural sciences align themselves in a hierarchy from the most fundamental
phenomena ‘upward’ toward more complex phenomena. Descartes’ formulation of
reductive science therefore survives in the effective modern reductive program, which
proceeds in three steps: (1) Reduction and Analysis: Begin by taking apart a higher
order phenomena into its disjoint elements and individually investigate these;
(2) Theoretical Formulation: Using experimental evidence, imagination, and luck,
formulate a model describing how the components relate and interact; (3) Synthesis and
Construction: Using theory and experimental evidence, again compare the theoretical
qualitative and quantitative success of the model with the experimental qualitative and
quantitative behavior of the higher-level phenomena of interest, in order to demonstrate
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the scientific understanding of the phenomena is complete. Where possible then syn-
thesize and construct the phenomena from its disjoint elements [70].

The application of reductive logic and the basic frame of the reductive science
paradigm have not changed over four hundred years of vastly successful reductive
exploration. With the exponential growth of scientific knowledge and increased
understanding of cosmic evolution, biological evolution, self-organization and emer-
gence in the hierarchy of complexity, it is worth reflecting on whether and under what
circumstance, an adaptation of reductive logic and the structure of the reductive science
paradigm, might better reflect the modern understanding of Nature.

2 Reduction

‘Reduction’ in modern science is associated with a reductionist claim that the logic of
reductive thought and the epistemology of reductive science [79] mimic the ontology of
Nature in specifiable ways [41]. The reductionist claim is justified by scientific evidence
and the ongoing success of reductive science. The scientific reductive assertion states
that the ‘whole’ can be reduced to the ‘parts’ constituting the ‘whole’, and the ‘whole’,
including any emergent properties, can be fully accounted for by the ‘parts’, their
‘interactions’ and their ‘relationships’ [83]. The reductive understanding of ‘funda-
mental’ is based on a belief that successful reduction of higher-order or more complex
phenomena will ultimately arrive at an epistemological scientific description of an
ontological substrate defining the most primitive components of the Universe [33]. In
modern science, quantum physics is considered the most fundamental science
describing the most fundamental and experimentally accessible entities, states and
processes.

Nagel [57] composed an account of reduction as a kind of covering-law explana-
tion, in which, one higher-level theory can be reduced to a second lower-level theory
when it is possible to recognize that the theoretical terms of the first theory are related
to or correspond to the theoretical terms of the second theory and it is possible to
literally derive the first theory from the second. The reductive assumption that scientific
disciplines and theories can correspond to one another in this way, allows reduction to
serve as a framework for describing inter-level relationships and inter-level theories
providing a route toward interdisciplinary integration. Nagel’s account of covering
theories suggests the inter-level relationship can be formally specified using reductive
logic. The logic of the abstract relationship should not depend on either the content of
the theories or the material structures the theories describe. Such clear and explicit
logical and material correspondence between higher and lower theories is an abstract
goal of reductive thought but is not that easy to achieve. This well-defined reductive
goal has not, for instance, been accomplished in relation to the transition from quantum
physics to relativity and Newtonian mechanics [50].

Reductive logic and the method of reductive science have been vastly successful,
yet reductive epistemology does not quite capture Nature’s ontological logic, as
expressed in evolution or the self-organization of emergence in the hierarchy of
complexity. Multiple lines of argument suggest reductive thought has limits and some
authors offer partial remedial approaches to perceived shortcomings. In physics a
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broader view of emergence is suggested [51] or a more comprehensive narrative is
recommended detailing the natural history of phenomena [82]. In evolutionary biology,
beyond natural selection, an enhanced awareness of complex natural histories
involving multiple intersecting causal factors is advocated [27]. In philosophy of mind
[32] and the study of mind and consciousness [78], it is argued that there is something
false, wrong or unfinished about the modern, reductive, materialist, neo-Darwinian
scientific conception of Nature and consciousness. Further, it is difficult to articulate the
boundary of the limitation in the absence of alternative conceptual frameworks [59].

Concern about the limits of reductive thought shape the mechanist perspective. The
mechanist perspective offers an alternative to placing reduction at the conceptual center
of natural science [22]. Mechanists criticize the conception that reduction should be
assumed primarily to be a relationship between theories. For mechanists, scientists
integrating their results are not simply building more elegant layered and corresponding
theories; they are building theories about mechanisms. The mechanist perspective
therefore tends to emphasize integrative pluralism in scientific research [54, 55]. Sci-
entific achievements are collaborative and disjointed, adding incremental constraints to
a developing representation describing how a mechanism works at one level and across
levels [6, 22, 81]. Reductive logic and the mechanist perspective can work together and
may ultimately belong in a novel paradigm placing entirely different concepts at the
center of natural science.

Practical limits on reductive logic seem to be particularly relevant in relation to the
often causally convoluted system dynamics in non-replicable or un-predictable settings
associated with non-linear phenomena [69, 70, 84]. Some theorists go so far as pos-
tulating the existence of non-reducible hierarchically organized complex emergent
phenomena [45, 46], in which case reductive logic is presumed to fail in part or
entirely. Postulating non-reducible phenomena may be premature.

There may be unrecognized hard limits on the application of reductive logic in
natural science. For instance, reductive logic is effective but may be limited in principle
by a fundamental attribute of the logic that has not yet been recognized or successfully
spelled-out. Understanding these unfamiliar limits and their implications needs to be
addressed prior to advancing any concept or theory that rejects reductive logic in part or
in whole.

3 Descartes, Reduction, Paradox and Epiphenomenalism

In principle, reduction works and reductive logic does not fail, despite practical dif-
ficulty conducting reduction in complicated contexts. Careful reductive analysis reveals
even convoluted, non-linear, evolved, self-organized, hierarchically complex, emergent
phenomena, such as consciousness, remain open to unyielding reduction [73]. How-
ever, among the anomalies associated with reductive logic, there are particular
reductive conceptions suggesting the existence of hard limits.

Assuming Nature does not contain paradox, reductive theorists generally try to
eliminate contradiction and paradox from scientific theory [85]. Despite the fact that
reductive logic relentlessly works, particular well-composed reductive arguments
using reductive logic nevertheless arrive at contradictory and paradoxical outcomes.
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Careful dissection of reductive logic, seeking errors and omissions, as well as identi-
fying partial or outright abandonment of reductive logic, often leads to clarification of
paradox, contradiction or inconsistency; as well as providing deeper insights into the
relationship between logic, science and natural domains [7]. Many scientific paradoxes
and contradictions [8] can be resolved, when the source and structure of a conflict
between observed phenomena, experimental results, theoretical constructions, mathe-
matical models or narrative languages of description, can be determined.

Sometimes, however, no matter how hard scientists try, theorists are unable to
extract or remove paradox from a particular reductive proposition. When a reductive
proposition produces a paradox that cannot be resolved through careful examination of
the logic and other identifiable sources of conflict, there may be something going on
revealing a hard limit on reductive logic in natural science. For instance, in the hands of
a careful and skeptical philosopher explicitly attempting to find a flaw in the strong
reductive argument, William Seager’s detailed logical, philosophical, scientific and
mathematical analysis of the reductive epiphenomenalism of consciousness proposition
and its paradoxical conclusion, reveals with some disappointment that the epiphe-
nomenal argument is a very solid, step-by-step, logical and thus ‘true’ reductive sci-
entific proposal [73]. Seager carefully reviews all available historic and modern
attempts to resolve the paradox of reductive epiphenomenalism of consciousness and
finds no clear winner. The absurdly paradoxical conclusion of epiphenomenalism
therefore must stand—reductive epiphenomenalism paradoxically insists that the
complex phenomena and properties of subjective consciousness and causally impactful
mind are only illusory epiphenomena of more fundamental quantum states [74]. It is
this disturbing unresolved reductive paradox that may reveal the presence of a hard
limit on reductive logic in science.

Thus, we see that René Descartes is responsible for two major modern philo-
sophical and scientific conundrums. He initiated a four hundred year consciousness
debate regarding his dualistic conception of material brain and immaterial mind,
effectively pushing consciousness and mind into a bin of anomalies in relation to
reductive natural science. Descartes is also responsible for the early formulation of
unitary, ‘bottom-up’ reductive logic; a logic still applied in modern reductive science
and the only available formal scientific logic used by natural science [23]. In the
modern day, Descartes’ conception of reductive logic arrives at a complex paradox
associated with the reductive epiphenomenalism of consciousness proposition; which
can be stated as a bizarre self-referencing paradox [8]—“I think reductively, therefore I
am not.”

If the enigma of epiphenomenalism can’t be resolved, the rigor of ‘bottom-up’
reductive logic paradoxically erases consciousness from the library of ‘real’ natural
phenomena by translating consciousness into illusory epiphenomena of quantum
physics. Descartes’ complicated legacy challenges philosophers, scientists and math-
ematicians alike to find better solutions for both the residual Cartesian gap and the
unresolved paradox of reductive logic and epiphenomenalism.
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4 Kurt Gödel

‘Reductive thinking’, is a very special ‘kind’ of scientific and mathematical ‘formal
logic thinking’. Kurt Gödel most succinctly defined a relationship shared by contra-
diction and paradox and formal logic, in his two famous incompleteness theorems
published in 1931 [28–30]. A short summary of Gödel’s important work provides an
analogy and framework for confronting the contradiction and paradox at the center of
reductive epiphenomenalism of consciousness.

There are four parts to Gödel’s argument proving the two incompleteness theorems.
First, there is Gödel’s doctoral thesis, in which he learned about formal completeness.
Then there is Gödel’s exploration of paradox. This leads directly to the formulation and
the precise, detailed, logical, proof of the two incompleteness theorems. Finally, there
are the implications of incompleteness Gödel explores as a consequence of the
incompleteness theorems. By responding to all four steps in the sequence of devel-
opment of Gödel’s thought, the analogy constructed links Gödel’s work on incom-
pleteness with reductive science and epiphenomenalism.

Gödel was interested in systems of abstract formal logic and mathematics. The
components of an abstract formal system include, an ‘alphabet’, ‘rules of grammar’,
‘axioms’, ‘rules of inference’, definitions of ‘grammatically well-formed statements’, as
well as derived and proven ‘theorems’. The precise formal logic employed in a formal
system is like a very finely tooled machine that leaves no space for fuzzy interpretation.
The logic provides a mechanical procedure determining whether any given statement
conforms to the system. To be useful, the logic of a formal system must be consistent.
A formal system “is consistent if there is no statement such that the statement itself and
its negation are both derivable in the system. Only consistent systems are of any
interest in this context, for it is an elementary fact of logic that in an inconsistent formal
system every statement is derivable, and consequently, such a system is trivially
complete.” [65].

Prior to beginning his work on incompleteness, Gödel began his academic career
with a doctoral thesis, exploring completeness and the conditions in which an abstract
formal system could be considered closed, resolved, decidable and complete. The
mathematical ethos of Gödel’s day was set by the agenda of David Hilbert [86] and a
common belief that mathematics was on the verge of finalizing a formulation providing
a complete understanding of modern mathematics [47]. Gödel began a journey that
unraveled Hilbert’s intention and the expectation of the mathematical community,
when he focused on paradox and composed his detailed logical proof of two incom-
pleteness theorems, which spell-out the conditions in which any formal system of
sufficient complexity must be considered open, unresolved, undecidable and incom-
plete [64].

Gödel was interested in paradoxes of self-reference [11]. He began by drawing an
analogy with two paradoxes of self-reference he specifically mentions; the
‘Epimenides’ or ‘Liar’s’ paradox and antinomy [5], and ‘Richards’ paradox and
antinomy [29, 38]. The ‘Liar’s’ paradox creates a semantic analogue of Gödel’s first
incompleteness theorem, through a syntactical and abstract mathematical demonstra-
tion of an undecidable proposition within a formal system. ‘Richard’s’ antinomy is a
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semantic antinomy that highlights the significance of logical consistency and the
importance of differentiating clearly mathematics from meta-mathematics. This pro-
vides a semantic analogue for Gödel’s second incompleteness theorem, through a
syntactical, abstract mathematical demonstration of mathematical and meta-
mathematical levels of argument.

The ‘Liars Paradox’ [13] is stated: “This statement is false.” If “this statement is
false” is true, then the sentence is false, but if the sentence states that it is false, and it is
false, then it must be true, and one goes back and forth in the paradox. The paradox in
part depends on the fact that English sentences can be constructed that cannot con-
sistently or unambiguously be assigned a ‘truth value’, true or false, even though they
are completely in accord with grammar and semantic rules.

The ‘Liar’s’ Paradox is in part dependent upon an assumed binary decision that
must be made between true and false—this is the assigned ‘truth value’. From the
vantage point of the paradox and the logic of binary decisions, the paradox cannot be
resolved. From a meta-logical vantage point one can see that the ambiguity of English
is a problem and binary decisions are not the only available kind of logical decision one
might wish to consider in dealing with a statement created by a liar; nor are binary
decisions the only way of thinking or dealing with a lie.

‘Richard’s’ antinomy or paradox [58], starts with unambiguous real numbers and
translates these precise mathematical objects into English statements. ‘Richard’s’
paradox then results in an untenable contradiction between the level of unambiguous
real numbers and the level of English statements about the numbers. The real number
level and the English meta-level must be examined carefully to find the ‘error’. The
argument proceeds by demonstrating that a specific real number is unambiguous but
the meta-level English statement describing the real number in natural language creates
a statement defining the real number, for which there is no way to decide whether the
meta-level English description is unambiguous or not. The paradox hinges on the
realization that particular expressions of natural language describe real numbers
unambiguously, while other expressions of natural language do not. While there is a
way to demonstrate that real numbers are unambiguous, there is no way of determining
unambiguously, which English statements unambiguously define a real number. The
resolution of ‘Richard’s’ paradox, then, is that there is no way to unambiguously
determine exactly which English sentences are unambiguous when they define real
numbers which also means there is no way to describe in a finite number of words
whether an arbitrary English expression is a potential unambiguous definition of a real
number [31].

The Halting problem is related to Richard’s antinomy. Alan Turing, in studying
computing, defined the Halting problem in 1936 in a response to Gödel’s theorems.
Turing proved that computational ‘halting’ is undecidable over all computing machi-
nes, meaning it is impossible to determine from the description of an arbitrary computer
program and a given input, whether the program is going to finish running or run on for
ever, thus one cannot determine from inside a computer program whether it is complete
or forever incomplete [12]. Turing, aware of Gödel’s incompleteness proof from 1931,
was in search of significant examples that extended Gödel’s very important result
[4, 40, 47, 64].
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Gödel drew an analogy from the Liar and Richard’s paradox, since both are focused
on truth and falsehood. Kurt Gödel constructed his analogy by shifting the attention of
his readers toward a different paradox involving truth and proof. Gödel shifts attention
from: “This sentence is false”, to: “This statement is not provable” [14]. Gödel then
proceeded to construct his ‘logic bomb’, which created a gulf between truth and proof,
by shifting attention from the idea of paradox toward the mathematical concept of an
undecidable proposition. Undecidable propositions are propositions that are “neither
provable nor disprovable” [29, 30].

The first of Gödel’s two theorems demonstrates the following: In abstract mathe-
matical formal systems of sufficient complexity, which use a definable and consistent
logic, there will inevitably be found undecidable propositions declaring the formal
system to be incomplete. An undecidable proposition within a formal system is subtly
different from a paradox or contradiction. Gödel’s careful and detailed abstract logical
argument creates a coding scheme that translates every statement, logical formula and
proof, in Russell and Whiteheads’ Principia Mathematica [43] into a mirror statement
about natural numbers. He then takes the notion of ‘truth’ out of the Epimenides
Paradox or the Liar Paradox, stated, “This statement is false” [14]; and replaces ‘false’
with an assertion about ‘proof’, in the form: “This statement is not provable”. This
statement about provability rather than true and false, is then also coded as an arith-
metical, mirroring statement or counterpart, called a ‘Gödel sentence’ in abstract logic.
He then coded the ‘Gödel sentence’, in a carefully detailed logical sequence, into the
language of arithmetic [15]. The informal undecidable Gödel sentence is stated in the
form, “This statement is not provable”. The formal version of the Gödel sentence or
statement, appears in Gödel’s theorems in the form [R(q); q], creating a self-referential
statement that asserts its own unprovability and declares its own undecidability [38].
“By focusing on provability rather than on truth, Gödel’s sentence avoids the paradox.
If formal arithmetic is consistent, meaning that only true statements can be proven, then
Gödel’s statement must be true. If it were false then it could be proven, contrary to the
consistency! Furthermore, it cannot be proven, because that would demonstrate just the
opposite of what it asserts, its unprovability!” [39].

Thus, in Gödel’s first theorem, truth becomes separate from proof. It is possible for
a statement to be grammatically correct, logical and consistent within the framework of
a formal system and in this sense for the statement to be true. The same ‘true’ statement
may also be a statement that because of its own assertion about itself, cannot be proven
to be true or proven to be false. This differentiation effectively separates truth from
proof. A ‘Gödel sentence’ becomes a true statement and an undecidable proposition in
a formal system, a statement that subtly stops short of paradox and contradiction by
declaring itself, through self-reference, to be undecidable—“This statement cannot be
decided as to its truth or falsehood”. A Gödel sentence is logically true but it cannot be
proven to be true or false. As long as the undecidable Gödel statement is not forced
into paradox and contradiction through decision, it remains part of a logical system and
in effect protects the logical system from the dangers of paradox, contradiction and
inconsistency. Gödel’s first theorem goes on to prove that every version of the ‘Gödel
sentence’ in every conceivable formalization of arithmetic must be ‘true’ if the formal
systems are sufficiently complex and consistent [64].
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Consistency is carefully addressed in Gödel’s second incompleteness theorem. As
long as the Gödel statement located in a formal system is left undecided the statement
can be logical and true but cannot be proven to be true or false within the formal system
and its rules. If the statement is decided to be true or false, the statement then becomes
a contradiction or paradox, threatening the logic and the consistency of the formal
system. The idea of an undecidable proposition or ‘Gödel sentence’ forms a bridge
between Gödel’s first and second incompleteness theorems. The first theorem is
focused on undecidable propositions in relation to the ‘logic’, the ‘truth’ and the
‘provability’ of statements within a formal system. The second incompleteness theorem
is focused on undecidable propositions in relation to ‘proof’ of ‘consistency’ of
statements within a formal system.

Gödel’s second incompleteness theorem demonstrates that the logic of a formal
system, when it is sufficiently strong enough that it contains undecidable propositions;
is also too weak, or not strong enough, to ‘prove’ its own ‘consistency’. Therefore, the
consistency of a formal system cannot be determined from inside the system itself—
consistency must be approached through meta-consideration derived outside the par-
ticular formal system and its logic [15]. “Gödel showed that if the consistency of the
formal system could be demonstrated inside the system itself, then the informal
argument just given could be formalized and the formalized version of the statement,
“This statement is unprovable,” would itself be proven, thereby contradicting itself and
demonstrating the inconsistency of the system!” [39]. Consistency, therefore, must be
determined from outside a formal system, in order to once again protect the system
from illogic, contradiction, paradox and inconsistency. The necessity of meta-
consideration, in relation to determining the consistency of a formal system of sufficient
complexity, reveals another way in which abstract pure mathematical formal systems of
sufficient complexity, cannot be closed, resolved, decided or complete structures.

Gödel goes on to prove two further significant implications of the incompleteness
theorems. First, what must remain an undecidable proposition or ‘Gödel sentence’ in
one abstract formal mathematical system, can often be decided and have a significantly
different meaning and implication within a closely related formal system using a
slightly different set of axioms and theorems [13, 56, 58, 64]. Second, Gödel’s work
additionally reveals that in an alternative formal system composed expressly to get
around the presence of an undecidable proposition in one formal system, by adding
axioms or theorems and by successfully making the ‘Gödel sentence’ provable or
decidable: In such an alternative formal system, the system will inevitably run into its
own unprovable ‘Gödel sentence’ or undecidable proposition [15, 47, 64].

5 Gödel and Reductive Epiphenomenalism of Consciousness

It is conceivable that reductive logic and reductive science create a sufficiently complex
system that it is possible to construct or discover a logically ‘true’ reductive theoretical
proposition stating a linguistically ‘unresolvable’ and formally ‘undecidable’ self-
referencing contradiction or paradox.

Is reductive epiphenomenalism of consciousness such an unresolvable reductive
scientific proposition? More specifically, by analogy with Gödel’s four-part proof of his
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two incompleteness theorems, is reductive epiphenomenalism of consciousness a
logical, true, but also unresolvable and undecidable reductive proposition? If reductive
epiphenomenalism of consciousness is a true but undecidable reductive proposition, as
in the first of Gödel’s theorems, it must be left undecided within the reductive formal
system of logic, in order to protect the reductive logical system from illogic, contra-
diction, paradox, and inconsistency. Further, as in the second of Gödel’s theorems, in
order to avoid contradiction and paradox it may also be necessary that the consistency
of reductive logic, just as in abstract formal systems, must be determined through meta-
consideration, demonstrating again that the reductive system of logic cannot be con-
tained, closed, resolved, fully decided or complete. By analogy, if reductive epiphe-
nomenalism of consciousness is an unresolvable and undecidable reductive statement,
it effectively declares reductive logic and the reductive science paradigm to be a system
employing a formal system of logic of sufficient complexity that it exhibits formal
logical reductive incompleteness. It is worth a closer look at the epiphenomenalism
proposition.

Reductive epiphenomenalism of consciousness is a reductive proposition employing
strong reductive logic that reduces mind to brain, brain to material body, and material
body to the most fundamental physical description possible in natural science; a
description composed in the language of quantum physics. The reductive epiphe-
nomenalism of consciousness proposition implies the conclusion that mind and all its
manifestations, including subjective awareness and experience, including the qualia of
perception [17–19], including the experience of freewill and willful and intentional
action [36], including meaningful subjective emotional experience, including any sense
of causal authority as an active agent composing aspects of our own environment in
interactions and relationships in the world [35]; all these properties and all other
defined properties of mind and consciousness are entirely transformed into an illusion
and a fantasy, mere epiphenomena of a fundamental physical quantum description [73].
As a generalization, the epiphenomenalism proposition [66] reduces all evolved,
emergent, hierarchically organized complexity, all higher-level causal interaction and
relationships, whether associated with consciousness or not, fully and totally to a
quantum description wherein all causal explanation ultimately resides in the quantum
account.

The ‘true’ logic of reductive epiphenomenalism finds experimental ‘proof’ and
support in the work of Libet [52]. Taking the true logic and experimental proof to heart,
Harris [36] and Harari [35] try to comprehend the absurd meaning for human existence
of the paradoxical illusion created by epiphenomenalism. Meanwhile, other corners of
the philosophical community often sidestep epiphenomenalism through a variety of
adaptations of reductive logic or by altering the relationship consciousness has with the
rest of reality [74]. Concurrently, most of the scientific community try and ignore the
theoretical conflict, contradiction and paradox posed by epiphenomenalism while they
continue the study of consciousness ‘as if’ it is a valid phenomena rather than an
illusion.

The vast enterprise of functional neuroscience, including interpersonal neuroscience
[76, 77], often accept ‘as a given’ causally significant brain, mind and consciousness.
Assuming causally effective consciousness, research then paradoxically proceeds with a
reductive scientific approach to function, effectively trying to reduce mind and complex
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conscious phenomena to manifestations of brain [9]. In the case of interpersonal
neuroscience, mind is something interpersonal, more than, not equivalent to, and not
reducible to brain [78]. This entire enterprise, in one way or another, abandons, par-
tially implements or alters the reductive logic of natural science. Functional neuro-
science and interpersonal neuroscience sidestep the strong reductive logic of the
epiphenomenal argument and its further implications, mostly on the basis that its
implications are absurd and not because of any careful validation of logical failure or
demonstrated experimental falsification.

Popper’s criteria for a scientific epistemology [62] state that in order to be called
“scientific”, hypotheses have to be verifiable and falsifiable. Thus, hypotheses must be
both logically and experimentally accessible and not merely descriptive in nature [61].
In light of Popper’s criteria, there are a number of inter-related postulates, premises,
assumptions and logical, experimental, mathematical and narrative considerations, that
must be accounted for, in order to assess the logical and scientific merit of the
epiphenomenalism proposition and in order to determine whether or not it is possible to
unravel its’ contradictions and paradoxes.

Start from the postulate; reductive science must avoid contradiction and paradox in
scientific theory [85]. Accept the premise; ontologically neutral reductive logic works
in natural science [16, 83]. Permit the possibility; beyond the known practical limits of
reductive logic, the epistemology [79] of applied reductive logic may have unrecog-
nized, in principle, limits [41]. Admit the assumption; reductive epiphenomenalism of
consciousness, as a hypothesis, is a logically true reductive scientific proposition with
some experimental support that has never been found to contain any kind of logical
flaw [73]. Then, consider the following:

1. The outcome of proving reductive epiphenomenalism true is a complex reductive
paradox of self-reference [8]—consciousness is and is not. The paradox can be
stated in two parts: “A conscious participatory and intentional human mind com-
poses the logically true statement of reductive epiphenomenalism of consciousness:
When the true statement is proven true, the conscious mind and author of the
statement are, by direct implication, obliterated from reality, as the statement
paradoxically translates consciousness and mind into illusory quantum
epiphenomena”.

2. In a process of verification or falsification through observation and experimental
evidence [34], presume a necessary weight of observational and experimental
evidence accumulates that it is considered sufficient [10] to declare the epiphe-
nomenal proposition experimentally proven to be true. The entire community of
mindful, conscious, willful, participatory scientists conducting the scientific
experimental exercise are then an illusion, paradoxically erased from the Universe
and transformed into quantum epiphenomena [67].

3. Some philosophers and theorists suggest reductive logic should only be used
judiciously, in particular limited contexts, in order to avoid contradiction, paradox
and the ‘excessive claims’ of strong reductive logic, such as postulated by reductive
epiphenomenalism [23]. However, this diluted approach sidesteps important points:
a. Partially watering down or totally abandoning reductive logic is a bad idea—it’s

the only formal logic natural science has at its disposal. Formal reductive logic,

Descartes, Gödel and Kuhn 43



its paradoxes and its limits should therefore be spelled-out before any adaptation
of the logic should be considered.

b. Science intends to model Nature and Nature should be consulted in order to
clarify how far reductive logic can be trusted in the task of approximating
Nature. This exploration might prove strong reductive logic too weak to model
Nature.

4. Reductive science might accumulate a large enough body of observation, theoretical
and experimentally verifiable contradictory evidence that it effectively proves the
epiphenomenal proposition theoretically and experimentally false—for example:
fundamental physics may enable the existence of consciousness and mind, but
quantum physics may not limit the causal power of hierarchically organized com-
plex consciousness and emergent mind [26]. In this case, Nature gets the last word,
because science is after all about attempting to understand and approximate Nature.
If this does happen, reductive logic would remain logical and internally consistent,
but it would be in deep trouble in relation to its scientific task. Faced with this
‘minor catastrophe’, formal reductive logic, at best, would become a weak mimic or
a good approximation of a very limited aspect of natural evolutionary ‘logic’—at
worst, it might need to be abandoned entirely, to be replaced by what?
a. Hypothetically, exploration of the relationship between, reductive logic

(its defined and as yet unrecognized limits) and Nature (with its defined and as
yet unrecognized evolutionary pattern), might discover, with surprise, a natural
evolutionary pattern sharing similarities with the structure and application of
reductive logic and its limits. A symmetric pattern might only become visible if
strong reductive logic is sustained and reductive incompleteness is understood.
Reductive logic might then conform to a repeating configuration in Nature and
natural evolution!

5. Imagine a circumstance in which an annoyed, conscious, willful, reductive scientist,
smugly succeeds in creating a rigorously formal, logical, true and proven to be
true, reductive argument demonstrating that consciousness and mind exist as more
than mere quantum epiphenomena—blatantly contradicting the formal logic and
implication of the reductive epiphenomenalism of consciousness proposition. Such
a contradictory argument, should it ever exist, would be a ‘serious logical catas-
trophe’ for reductive science. If both contradictory arguments are true and proven
true, then reductive logic, through meta-level consideration, is an inconsistent form
of logic—capable of arriving at true and false statements in relation to the same
proposition and the same phenomena. Reductive logic in science is then a trivial
logic capable of proving anything and incapable of differentiating true from false.

Thus, in all five circumstances focused on reductive logic and the scientific method,
reductive logic is in trouble! The least troubling option above is the ‘minor catastrophe’
in which reductive logic must be supplemented with some alternative approach in order
to more closely mimic Nature and evolution. William Seager demonstrated there are
presently no clear philosophical winners capable of unraveling the paradox of
epiphenomenalism [73]. The present discussion demonstrates there are presently no
clear formal logic or scientific resolutions available either—reductive epiphenome-
nalism of consciousness creates contradiction and paradox that cannot be resolved
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using reductive logic. Therefore, the paradox of reductive epiphenomenalism cannot be
resolved from inside the paradigm of modern reductive natural science.

Overall, to avoid paradox, contradiction or logical inconsistency, the unresolvable
reductive epiphenomenalism of consciousness proposition must be left undecided. It
must stand as an undecidable reductive proposition declaring reductive logic and
reductive science to be a sufficiently complex system of logic and thought capable of
formal incompleteness. Truth and proof in reductive natural science can be separated in
reductive logic just as in formal logic and abstract formal systems. The undecidable
epiphenomenalism proposition defines a hard limit on the application of reductive logic
in the modern reductive science paradigm.

6 Thomas Kuhn: Epiphenomenalism Resolved and Decided

Thomas Kuhn [48, 49] envisioned periods of normal science in which scientists focus
on problems considered acceptable and accessible, within the structure of a given
theoretical frame or paradigm. The frame of normal reductive science naturally leaves
some problems in categories defined as unsolved, unacceptable, or anomalous. Kuhn’s
initial statement defining the structure of scientific revolutions used ‘theory’ and
‘paradigm’ as interchangeable terms, leaving somewhat vague the potential scale of
scientific transformations and revolutions. Modern work has extended Kuhn’s explo-
ration of scientific transformative events, studying lesser and greater scales of adap-
tation or revolution. When science enters into a period of upheaval on lesser scales,
theories and methods can be modified and adapted to new contexts, but in particularly
profound cases, on a much larger scale, an entire theory or scientific paradigm can be
put aside in the face of novel ideas and successful alternative theoretical or paradigm
structures [60].

The general framework of the reductive science paradigm and the ‘bottom-up’
application of reductive logic have remained in place for four centuries of successful
scientific exploration. Descartes’ historical ‘bottom-up’ conception of reductive science
and the singular ‘bottom-up’ application of reductive logic in modern science has never
faced a conceptual revolution of the kind or scale envisioned by Kuhn. However, a
large library of ‘unacceptable’, unsolved or anomalous problems has accumulated
within the reductive paradigm and a major paradigm shift or transformation of
reductive science may be on the horizon.

The likely future structure of a potential paradigm shift and transformation of
reductive science can be spelled-out through a further analogy with Kurt Gödel’s work.
Most important among Kurt Gödel’s stated implications, is the general expectation that
an undecidable proposition in one formal system might be found to be resolvable and
decidable, in a closely related formal system using slightly different axioms and
assumptions [64].

The history of enigmas and anomalies in mathematics and reductive scientific
theory contains examples of statements and propositions posing conflict, contradiction
and paradox that on careful examination are found to be unresolvable and undecidable
in an existing frame of reference. By analogy, within a different mathematical or
scientific frame of reference using slightly different premises, the unresolvable and
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undecidable propositions may prove to be resolvable and decidable. The ultimate
resolution and decision of these unresolvable propositions in the past has depended on
imagining or discovering an altered frame of reference creating a new meaning for the
unresolved proposition, often transforming and opening whole domains of mathematics
and science.

Two examples come to mind: First, Pythagoras and his conception of a ‘closed
universe’ of whole numbers, which led to a confrontation with the unresolvable,
undecidable and incomprehensible number

p
2. The resolution took the form of rec-

ognizing the incompleteness of whole numbers and the discovery of irrational numbers.
This event opened up the vista of modern mathematics. Second, Isaac Newton’s
incredibly effective gravitational equation is very successful as an approximation but an
incomprehensible mechanism it proposed, requiring instantaneous action at a distance
formulated in the assumed deterministic fixed space and invariant time of Newtonian
mechanics. This was considered to be a disturbing, incongruous, unresolvable and
undecidable proposition. Newton’s “great absurdity” and unsolvable puzzle was ulti-
mately resolved and decided by Einstein in the form of special and general relativity
theory [85].

The Pythagorean and Newtonian examples reveal an abstract pattern of mathe-
matical and scientific transformation, not fully envisioned by Thomas Kuhn or any
recent theorist, but implicit in Kurt Gödel’s stated implications of his incompleteness
theorems. The abstract pattern involves, recognition of potential paradox, subtle
avoidance of paradox, the introduction of an undecidable proposition, generalization
across multiple possible or similar formal system structures, as well as potential res-
olution of the undecidable statement within an altered system, frame of reference or
paradigm structure. Reductive epiphenomenalism of consciousness exemplifies a
troubling and unsolved modern paradox that can be subtly formulated as an unre-
solvable and undecidable proposition within the reductive paradigm. If, the reductive
paradigm, reductive logic and its successes, can then be preserved and encompassed as
a special case within an adjacent possible meta-reductive paradigm (MRP) using
slightly different premises and assumptions, then, the unresolvable paradox and
undecidable proposition of epiphenomenalism might become resolvable and decidable
within the altered paradigm, with very different meaning and implication.

Such a successful adapted meta-reductive paradigm structure might entail many
inter-locked, closely related but slightly different premises and assumptions, suggesting
novel interpretations of natural phenomena and the complexity [71] explored by meta-
reductive science [72]. In the present context, we are searching, at a minimum, for one
adapted premise or assumption that offers an approach in which a novel adjacent
possible meta-reductive paradigm can respond to the specific, unresolvable and
undecidable, reductive epiphenomenalism proposition, by finding a path to its reso-
lution, decision and novel meaning within a meta-reductive frame.

Imagine one slightly altered premise and assumption that could resolve the paradox
and substantially alter the meaning of reductive epiphenomenalism. An imagined
premise involves abandoning Descartes’ and modern sciences’ historical premise of
singular ‘bottom-up’ reductive logic and replacing it, at a minimum, with an adapted
premise; recognizing a need for dual reductive description involving ‘bottom-up’
causation and ‘top-down’ causal influences [26]. Implement the adapted premise in the
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context of evolved, hierarchically emergent [42] complex systems, or in the context of
a complex adaptive system (CAS) model describing consciousness and the boundary of
brain and emergent mind in a social context [53]. Such an adapted ‘dual description’
premise has been suggested and applied in the context of a CAS model of con-
sciousness, in a psychiatric and psychotherapy context involving Dynamical Systems
Therapy [75].

An adapted premise encompassing the reductive paradigm in a synthesis of dual
reductive ‘bottom-up’ and ‘top-down’ descriptions in a meta-reductive paradigm
(MRP), resolves the paradox of epiphenomenalism and decides in favor of a different
meaning for reductive epiphenomenalism of consciousness. In a dual meta-reductive
paradigm, the epiphenomenal proposition no longer stands as a singular, complete,
rigorously logical ‘bottom-up’ reductive proposition. The ‘bottom-up’ brain can
influence the mind and the ‘top-down’ mind can influence the brain [68, 76–78].

Deciding the meaning of the reductive epiphenomenal proposition takes the form of
deciding in favor of a novel interpretation of the proposition based on the epistemology
of a dual meta-reductive paradigm. Reductive logic must be applied twice and the
interpretive meaning moves away from paradoxical epiphenomenal absurdity toward a
narrative in which fundamental physics enables causally efficacious, hierarchically
organized complexity [26]. In an encompassing complex dual MRP scientific narrative,
reductive epiphenomenalism becomes an incomplete and partial statement composed
by a historic and incomplete reductive natural science. Subjective conscious experience
and the sense of personal agency, personal will power and intentionality can be rein-
terpreted in light of the dual causal description created by a dual MRP epistemology.

The adapted premise of a dual MRP responds to reductive incompleteness and
responds to a reductionist blind spot [2]. In addition, the dual premise ultimately
provides a more complete and resolved statement and narrative in which consciousness
and emergent mind possess real emergent causal power and can do real emergent work
[1]. Dual reductive accounting in a MRP significantly alters the basic understanding
and theory of emergence in natural evolution and complexity [20]. While a dual MRP
may not yet address all the philosophical obstacles to a modern science of con-
sciousness [24], the multiple descriptions required in a MRP ultimately provide a better
approximation of Nature’s evolved, self-organized and emergent complexity.

An adapted premise demanding dual ‘bottom-up’ and ‘top-down’ multiple reduc-
tive descriptions might not be restricted to hierarchically organized complex models of
CAS. The adapted premise might more generally make a demand for dual ‘bottom-up’
and ‘top-down’ multiple reductive descriptions throughout the entire hierarchy of
sciences encompassed by the meta-reductive paradigm [26]. This adaptation of a basic
premise in a meta-science might then have implication for resolving a number of other
unresolved scientific problems. For instance, the lack of correspondence between
quantum physics and relativity theory [50], and the incommensurate realities composed
by quantum physics and relativity theory [63], might require a fundamental shift, from
‘bottom-up’ reductive interpretations, toward dual ‘reductive thinking’ and dual
‘bottom-up’ and ‘top-down’ reductive synthesis. It may be necessary to develop a
generalized understanding of dual ‘reductive thinking’ integrated with ‘emergent
thinking’, throughout all fundamental sciences and the entire hierarchy of sciences, up
to and including the neurosciences studying brain and emergent mind [51].
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The consequence of further adaptations of other premises and assumptions in a more
complex meta-reductive paradigm is worth considering.

7 Conclusion

The discovery of one undecidable reductive proposition defines reductive logic and the
reductive paradigm as sufficiently complex and susceptible to formal reductive
incompleteness. The implications of reductive incompleteness associated with reduc-
tive epiphenomenalism of consciousness, opens a window on a panorama of novel
adjacent possible meta-reductive paradigms, involving one or many altered and adapted
premises and assumptions.

The existence of reductive incompleteness raises many further unanswered ques-
tions. What makes a theory or a paradigm sufficiently complex that it contains nec-
essary incompleteness? Can incompleteness be generalized across all sciences? Does
Nature instantiate natural forms of ‘incompleteness’ in the sequence of change, evo-
lution, and the self-organization of the hierarchy of complexity?

It is possible for reductive science to compose, closed, resolved, decided and
complete theoretical frameworks. By analogy, consistent with Gödel’s work on com-
pleteness and his work on the two incompleteness theorems, any consistent reductive
scientific theory of sufficient complexity will reveal the presence of undecidable
reductive propositions and reductive incompleteness. When sufficiently complex,
reductive scientific theory, the reductive paradigm and ultimately any meta-reductive
paradigm created precisely to respond to identified incompleteness, will inevitably
reveal, they too are open, contain unresolvable paradox, formulate undecidable
propositions, and are fundamentally incomplete.
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Abstract. A multi-scale framework of intents is described for purposeful
agents as a tool to explore the dynamics of cooperation, collaboration, conflict
and competition between humans, both as individuals and as groups. The
framework spans multiple timescales over which intentions persist - from the
most transient (the next action to be taken) to the most enduring (deeply held
values to be upheld), with several implicit scales in between. It is argued that
each agent’s behaviour in a particular situation is shaped by its own intent
framework and by certain aspects of its conceptual model of the situation (in-
cluding itself). This model suggests a systematic approach to identifying the
scope for cooperative behaviours between two or more agents, and moreover
where and how the domain of cooperation could be enlarged, with applications
to improving cooperation and reducing conflict in human groups.

Keywords: Multiscale intent � Cooperation � Intentional agents
Human conflict

1 Motivation

Interactions between humans are at the heart of most of our endeavours, from the local
scale, face to face, give and take, sharing, squabbling, helping and scheming of small
social groups, through to the largest scale of international and trans-national, global
relations in commerce, production, security, culture and research. Whether the actors
are institutions, or governments, armies or NGOs, insurgents or sports teams, the
recurring themes are on the spectrum from peaceful and productive collaboration,
cooperation, and co-existence through various levels of overt and covert competition,
manipulation and exploitation, to outright violent conflict. The extent to which actors
can achieve their goals is very dependent on the quality of interactions they have with
other actors whose domains of action impinge on theirs.

It is important therefore to have a deep understanding of what factors shape the
form these interactions take, and what avenues exist for modifying them in order to
achieve more success and less harm.

All these interactions take place in complex environments, in the sense of con-
sisting of multiple interacting agents, with diversity, autonomy, memory, intelligence
and various levels of social structure, together with a similarly complex physical
environment with diverse and distributed, but limited resources and affordances. It is
well-known that one of the ubiquitous features of complex systems is their multi-scale
structure [1], which is intimately linked with the notion of emergence. We see structure
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at multiple scales, and the associated emergent phenomena at each scale, not only in
human organisations and enterprises, but everywhere in living systems, and in the
complex systems we create. The scales form a natural partitioning for our attention,
because the entities and processes we observe at a particular scale seem coherent and
‘sufficient’ for description or explanation, but the scare quotes are there because of
course it is not in general strictly true that one can afford to pay attention only to what is
happening at one scale. There are important and deep relationships between the phe-
nomena at different scales, and it is often the case that a problem perceived at one scale
is a symptom or consequence of one or more other conditions at other scales, and
unless these are identified and addressed, the perceived problem is unable to be
resolved.

This is a fruitful line of thinking to apply to the problem of understanding and
fostering the potentials for cooperative engagement between actors.

2 A Single Actor’s Multi-scale Intent

Let us first consider a single actor (whether an individual, an organization, a state or an
alliance) engaging in a complex situation.

What we mean by ‘complex’ here is that the underlying dynamics of the situation
are interlinked and nonlinear, so that the consequences of an action may play out
through multiple interacting pathways and similarly, any event or property of the
situation arises as a result of many interacting causal and influence paths. We assume
that the actor engages in the situation with some intention – i.e. the actor will wish to
influence the development of the situation in some way.

In order to make progress in what is already a very complex scenario, we make
some simplifying assumptions. Fully acknowledging that the fields of psychology,
cognition, anthropology and social science will paint vastly more intricate and detailed
pictures [2], we posit a simple, but multi-scale, ‘cartoon’ of the actor’s internal con-
ceptual structures, loosely based on a hierarchy of ends, ways and means, as shown in
Table 1 below.

In this rudimentary model, actors’ choices and behaviors are based on a bedrock of
relatively enduring core values, but successive decomposition into more detailed
preferences and choices in particular situations are strongly influenced by their con-
ceptual understanding of the dynamics of those situations at the corresponding relevant
scales:

• What actors judge to be successful or failed outcomes in the situation are derived
from their understanding of what outcomes are possible in the situation or overall
environment and how those outcomes stack up against their core values.

• To get beyond simply observing and judging the situation implies a strategy, that is
a concept of how to deal with the environment as a whole at a given time and

• a concept of how to influence a specific evolving situation within that environment
towards a desired ‘end-state’ – the actor’s stratagem.

• These in turn give rise to a course of action – a set of proposed objectives and a
concerted approach, and
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• a detailed if flexible plan with specific tasks to achieve the desired effects and
immediate and long term end-states.

The defining scale factor in this model is time in the leftmost column, with the
corresponding scale of intent in the adjoining column to the right. Thus, time ranges
from the immediate (what the actor intends doing next: laying a brick, delivering a
message, and so on, which obviously changes from one moment to the next, through to
the very long term intentions which are implicit in the actor’s espoused values: if they
value kinship, or adherence to a religious code then these are enduring aspects of their
overall posture in the world, and will tend to be very resistant to attempts to change
them. They will also colour the relevant choices the actor makes at the other scales. In
between these two extremes we posit intermediate scales which are the links between
enduring values and observable actions. Taking a cue from military planning [3], we

Table 1. An Actor’s Multi-scale Intent Hierarchy. (detailed discussion in text below)

How 
frequently 
changed

What actor wants 
or 

intends to achieve  
(ends --- means)

Actor’s 
concept of 

how to 
achieve 

Intention 
(ways)

Dependence on 
actor’s 

understanding 
of context

needed 
contextual

appreciation:
scope   | resolution

Enduring

↓

as
context

evolves and
understand-

ing of it
develops

↓

as situation
evolves and 
understand-

ing of it 
develops

↓

moment by 
moment

Defend core values none not applicable

Protect/advance 
interests

Achieve desired 
overall end-state

strategy high very 
wide low

Metric: success/ 
failure very high very 

wide low

Desired 
operational

end-state
stratagem very high wide mid

Metrics: 
indicators/proxies

course of 
action high restricted high

Desired outcomes / 
effects / objectives high restricted high

plan medium narrow higher

tasks low specific 
aspects

very 
high

procedures low local very high
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identify intermediate levels. Short-term tasks consist of procedures which the actions
taken contribute to achieving. Mid-term plans are resolved into tasks, and the desired
outcomes of the plans are waypoints on longer courses of action, so observing their
achievement are proxy measures for eventual success. The courses of action in turn
combine to form the stratagem for influencing what they care about in the situation, and
the stratagem is an instance of their overall longer-term strategy for engaging with the
situation.

Of course this can immediately be criticized as being not at all how real people
develop their intentions and choose their actions. Nevertheless we argue in the fol-
lowing paragraphs, first that it is feasible to apply, and secondly, that it is a useful
framework.

Even if the actor has not thought through a strategy and its component courses of
action, there will still be some kind of rationale for what they are doing and it can be
discovered (if they are willing to be truthful) by asking why they are performing the
current action. The answer is likely to be of the form “..in order to… achieve X”, which
gives an indication of the intent at the scale above the observed action. The next
question is why they want to achieve X and once again we may hear “.. in order to …
achieve Y” – which indicates an element of intent at the next scale. The process
terminates when the reply is along the lines of “.. just because that’s what I want”
which links directly to deeply held values.

It may not be a very coherent or persuasive rationale, and it need not have the
number of levels described here, it also may not be truthful, either through deliberate
concealment or unconsciously through lack of self-awareness of their own cognitive
biases and predispositions [4] – all these possibilities can be factored in - but it can still
be very useful to elicit it as we will discuss. In the event that the actor is honestly
unable to give any explanation of their actions – they may well be picking actions on a
whim or randomly because they have no particular purpose in relation to the situation,
or because they are confused, and this may also be useful information.

To explore the utility of this framework we start with the observation that the
actor’s understanding of the dynamics of the environment, how a particular situation
may play out, what actions might shape outcomes in a particular direction, and what
actions they are capable of implementing, are critical factors in how they arrive at their
intents at each scale. So a change in their understandings (through either learning that
the situation has changed, or learning that an aspect of their previous understanding
was incorrect or incomplete), and/or a change in their understanding of their own
capabilities, should result in a change to intents at the appropriate scale.

Ideally, such understandings also include an appreciation of the wide variety of
complex factors that might drive the situation towards success or failure. So as indi-
cated in the rightmost columns of Table 1, the scope of understanding required for the
development of strategy is very wide, with that for a stratagem only slightly less so, but
in order to see the wood, there should not be too much detail in the trees – i.e. the
degree of resolution needed is very low.

As we move down the table, the scope narrows as attention is focused on particular
aspects of the situation and on more specific actions and their consequences, but the
level of detail required increases correspondingly. At the lowest level, the scope may
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narrow to a small focal area, with actions adapted from standard procedures but with a
high degree of resolution required commensurate with the task at hand.

The relative impact of the quality of the decision-makers’ understanding of the
relevant aspects of the situation (including of their own capabilities) on the intent that
they form at that scale, is colour-coded in the fourth column of Table 1. Thus at the
scales of overall strategy, and specific stratagems and courses of action, the decisions
made are highly dependent of the quality of understanding, but much less so at the
scales of procedures, while values are principles that should hold in any situation.

While this crude model can easily be critiqued from many angles, we feel that it has
some merit in enabling us to explore the interactions between and among the actors
who may be seeking to influence the same situation. We are interested in the conditions
under which they will be willing to cooperate, at what level they will be willing to
cooperate, how robust that cooperation may be when conditions change, and most
importantly, what can be done to foster the growth of such cooperation and to increase
its robustness.

3 Emergence of Cooperation Between Two Actors

A key feature of this construct is the attempt to make explicit the impact of the actors’
understanding of the situation and its dynamics on the choices they make.

For example, two actors with the same core values but somewhat differing interests
may arrive at quite different appreciations of the situation and therefore end up with
very different measures of success and failure.

Similarly, agreement on a desired end-state does not guarantee that the actors will
agree on the stratagems, courses of action or detailed plans for achieving that end-state
because the actions to shape that end-state will have different spin-off effects that will
affect their individual interests differently. Thus, there will be different opinions about
how the system dynamics operate that will be exacerbated if there is no agreement on
an underlying conceptual framework.

When we are dealing with a complex situation, these differences can have major
impacts, since we know that the complexity guarantees that every perspective will be
limited, flawed and incomplete – in other words there is no single complete correct
view which everyone can be brought to agreement on.

Let us take the simplest case of two actors, each with their own interests and
hierarchy of situation understanding, intentions and plans as in Table 1. A hypothetical
third party with a helicopter view could compare and note the extent of agreement or
disagreement between their corresponding levels of situational understanding, and the
extent of potential synergy or conflict between what they currently intend to do.

What each actor actually perceives of the other’s interests and hierarchy of situation
understanding, intentions and plans is of course open to error of various kinds, but an
actor who believes that there is potential synergy between his own actions for example,
and those of another, will be motivated to cooperate if he believes that doing so would
lead to a better overall probability of success as he defines it. Willingness to cooperate
implies that each is prepared to modify his own thinking, planning and actions in order
to realize the potential synergy.
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But “success” is in the eye of the beholder. In a relationship between two complex
actors, it is unlikely that there will not be at least nuanced differences in the objectives
or effects sought, on the details and execution of even an agreed upon course of action,
in judgments as to the correct indicators of success, and as a result, differing conclu-
sions as to potential synergies. So, where can our actors go from here?

Let us suppose both believe there is potential synergy between proposed courses of
action – even if for different reasons. That means that there is a positive gradient in both
their ‘fitness landscapes’ that they can climb, so provided they both judge the benefits
worthy of the costs, cooperation should follow. However, this could be a very fragile
cooperation. As the situation evolves – and it will – and as their respective situational
understandings develop, their intents must also change. What is the chance that the
originally perceived synergy – the basis for cooperation, will survive?

Our conjecture is that synergies of accident (i.e. for different or opposing reasons)
are most likely to dissolve when changes occur, while synergies based in enduring core
values, interests and a common outlook and grand strategy and therefore a more
consistent context and conceptual base will be more likely to adapt in concert, and thus
be robust as the situation develops. This is what we mean by coherence in this context.
If this is correct, and we wish to foster cooperation and coherence, then we must do
more than compare proposed courses of action looking for apparent synergies; we must
also examine and understand the other actor’s values, interests, desired end-states and
proxies for success as outlined in Table 1.

Doing so allows us to identify potential sources of divergence, whether primarily in
differences of understanding with regard to one or another aspect of this specific
situation, or in more fundamental and intransigent differences of values and interests.

If it is the former, and there is a shared core foundation, then collaborating in the
development of situational understanding may lead to convergence and thus offer a
possible route to adaptively increase coherence. If values and interests diverge sig-
nificantly and there is little common ground on a desired end-state then there is no
strong basis for developing coherence, although limited cooperation may still be
possible wherever objectives are not mutually exclusive and the two actors can agree
on some specific tasks that need to be performed.

As the above underlines, the position is unlikely to be black and white. There will
be domains of agreement, domains in which each focuses on different but not incon-
sistent aspects, and some areas of possibly overt disagreement. Clarifying this space
will permit the actors to delineate where it is possible to develop robust coherence
through synergistic planning based on collaboratively developed understanding, where
deconflicted complementary plans might be separately developed, or where it is best to
simply stay out of each other’s path.

We now pick up again the question of how and what an actor might be willing to
change in order to realize a potential benefit. Suppose A and B discuss their interests,
objectives, desired effects and end states, measures and indicators/proxies of success,
their ways (strategy, stratagems and proposed courses of action) and means (capabil-
ities, plans, tasks, and ways of working) in order to determine whether and how they
might collaborate. In doing so, each weighs up what he may need to, or be willing to,
change, what the other is willing to change and what the benefit impact of such changes
would be on the achievement of his ends.
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A’s benefit in this context could mean that A’s ends are achieved with less of A’s
effort, or faster, or more comprehensively. Of course if neither of them makes any
change, then any benefit one gets from the other’s actions is not the result of coop-
eration but of coincidence. The construct of Table 1 also helps clarify what kinds of
changes are possible, and how a given change might result in benefit distributions
ranging from totally one-sided to equal. As a result of interacting with B, A might
decide to change his intents in the situation (e.g. because he has come to understand
better what is possible, or what consequences might flow from his previous intent), or
he may retain his intents but change his chosen course of action (e.g. because he learns
that it is no longer likely to achieve his desired outcome, or because better possibilities
arise from cooperating with B – so B is going to be making changes too).

In general, a change in A’s ends (i.e. objectives, effects and end-states) should
precipitate a corresponding change in specific aspects of A’s ways and means so as to
realign them with his new ends, while a change that only enters A’s hierarchy at a lower
level (for example a change of A’s course of action) will affect his downstream plans
and tasks but not his intentions with respect to his upstream stratagem and success and
failure measures, although the outcomes of implementing the change will of course
affect what is achieved against those intentions. So A may be holding to all his previous
ends and ways, but the cooperation with B may make better means available for
implementing them, thus improving his likely achievements against his ends.

Overall, a given change may enhance a shared end (in which case both benefit), an
end valued by one but not the other (in which case the benefit is asymmetric) or more
than one end – for example one favored by A and another favored by B, in which case
various benefit distributions may be reached.

One might be tempted to claim that unless there was benefit to both sides it would
not be cooperation, however there are finer distinctions to be made here – the benefit
from helping a less mature partner to improve their effectiveness in pursuing ends that
one does not care about, might rather accrue over longer timescales and wider scopes
than presently considered. Benefit might also derive not from the direct impact, but
rather from indirect effects of those changes – for example through their influence on
the perceptions and behaviors of third parties.

However, in general, it is reasonable to expect that cooperation usually leads to
shared benefits, at the very least on the strength of enhanced outcomes against those
ends to which both are willing to subscribe. If there were no such agreed ends, one
might expect that any cooperation would be very fragile and accidental.

Clearly, the possible interactions between two actors with dynamic hierarchies of
situational understandings, intents and capabilities, are already complex enough, and
our discussion is not exhaustive, but it suffices to illustrate the richness of the two-actor
interaction space. To explore this space further, consider the average distributions of
changes and benefits that result from their repeated interactions over some time. Let one
axis of the space denote who does the changing (say A does all the changing at one end,
vice versa at the other, and equal amounts in the middle) and the other axis show who
benefits from the change (similarly: from A gets all the benefit and B gets none, to vice
versa, and equal benefits in the middle). In brief, the midpoint of this space represents
perfectly symmetric cooperation, the ends of one diagonal represent one exploiting or
manipulating the other, while the ends of the other diagonal represent independence.

Multi-scale Intent 59



As usual though, it is not the extremes that are most relevant but the intermediate
ranges. Moving across the trade space such that A’s objectives always benefit more
than B’s from changes brought about by their interactions, we note that at one end, it
benefits mainly from its own changes – in other words it is adjusting its ways and
means to better achieve its own ends, and at the other mainly from persuading B to
make changes to its ways and means to align better with A’s ends.

Another dimension to be considered is the magnitudes of changes and benefits.
Obviously a large share of a small benefit might not be as attractive as a smaller share
of a much larger benefit. So this means we should also consider what the potential
impact of the cooperation might be – where are the greatest payoffs to be found?

Interestingly, and perhaps counter-intuitively, we propose that they are not nec-
essarily in the middle “equal” zone.

First we note that the potential benefits of cooperation between two actors who
have similar objectives fall into two broad categories: complementary cooperation
where the benefits stem from the relevant different capabilities that each brings, and
supplementary cooperation where the benefits stem from the additional similar capa-
bilities that each brings. Now, interactions in the “equal” zone imply high congruity
between the intents of the two actors. Of course high congruity of intents can arise in
very different actors, but to the extent that the congruity stems from more extensive
similarities, for instance in their previous histories, in their knowledge base, in their
relationships with other significant actors, and in their abilities and ways of working,
then the potential impact of their cooperation is likely to be more limited than it would
be with actors that add more to each other’s diversity. For example, cooperation from
an actor that had closer relationships with certain target groups in the situation might be
much more valuable for advancing one’s objectives, than one that could add capacity to
an existing strength.

On the other hand, the more different two actors are, the less likely they are to find
easy agreement on each element of Table 1, so achieving cooperation is going to be
more difficult, require more investment of time and effort by both, and also require
more effort to maintain it as the situation develops. However the return on that effort
may be very significant for each actor through complementary actions by the other that
shape the environment in ways that render his own actions more feasible and effective.
Our very general conclusion is that the more similar two actors are, the easier it may be
to achieve cooperation, but the less value may be gained by each from doing so, while
the more different they are, the more potentially valuable, and the more potentially
difficult it will be. This suggests that we need a range of strategies for engendering
cooperation rather than a unitary approach. We postulate that if potential partners A and
B are similar in that they have strong overlap in their interests and concepts of success
and failure for the situation, they will easily operate in the middle (green) region since
any changes that improve outcomes against a success measure or a proxy for one, will
be valued by both. What varies left to right across the zone is the relative maturity and
competence of A and B. In this case, the focus is on using one’s strengths to help the
other’s weakness. If the weakness of actor B is in his situational understanding then A’s
cooperating with him in its development will not only strengthen B’s ability to act
effectively in pursuit of his own ends, but more importantly, will help to bring about
closer alignment of his actions with A’s. So this cooperation strategy will readily grow
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coherence. Power balance is an issue to the extents that each also aspires to ends that
are not supported by the other, but of course this will always be the case to some degree
with real actors. The temptation for the actor who is more powerful is to put pressure on
the weaker to divert some of their effort to supporting the stronger partner’s objectives
at the expense of their own. The current return on that strategy may well justify the
foregoing of possible future benefits from cooperation. For potential partners that have
strong rivalry and clashes of values, the situation is a little more complex. They might
be maneuvering along the power see-saw diagonal especially if the focus of the
interaction is on their differences with respect to their values and success and failure
goals, or fundamental differences in their perspectives on the drivers of the situation’s
dynamics. Nevertheless, they might also have a lot to gain from carefully negotiated
cooperation in defined domains.

The challenge for the actors in this kind of relationship is to defuse the power
struggle and to step outside of rigid traditional roles and views in order to make space
for finding and nurturing the mutual benefit domain, which could be very significant
indeed, simply because they are so different. Such a cooperative relationship is not
likely to ever become coherent since the underlying agendas on each side are so
different, but steps could be taken to make it as robust as possible.

A fuller and more thoughtful discussion of the many issues alluded to here is
certainly needed, but beyond the scope of the present paper.
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Abstract. Background: Current biologic research is based on reductionism,
through which organisms and cells are merely combinations of simpler systems.
However this approach has failed to substantially reduce cancer-related deaths.
Complexity theory suggests that emergent properties, based on unpredictable,
nonlinear interactions between the parts, are important in understanding fun-
damental features of systems with large numbers of independent agents, such as
living systems.
Methods and Findings: The laws of complexity and self-organization are
summarized and applied to neoplasia:

1. In life, as in other complex systems, the whole is greater than the sum of the
parts.

2. There is an inherent inability to predict the future of complex systems.
3. Life emerges from non-life when the diversity of a closed system of bio-

molecules exceeds a threshold of complexity.
4. Much of the order in organisms is due to generic network properties.
5. Numerous biologic pressures push cellular pathways towards disorder.
6. Organisms resist common pressures towards disorder through multiple lay-

ers of redundant controls, many related to cell division.
7. Neoplasia arises due to failure in these controls, with histologic and

molecular characteristics related to the cell of origin, the nature of the bio-
logic pressures and the individual’s germline configuration.

Conclusions: Cells maintain order by redundant control features that resist
inherent biologic pressures towards disorder. Neoplasia is due to the accumu-
lation of changes that undermine these controls. Studying neoplasia within this
context may generate new therapeutic approaches by focusing on the underlying
pressures on cellular networks.
An expanded version of this paper is available at http://natpernick.com/

TheLawsJune2017.pdf.

1 Introduction

1.1 The War on Cancer

On 23 December 1971, President Richard M. Nixon signed the National Cancer Act of
1971, generally viewed as beginning the “war on cancer” in the United States [1].
Fifteen years later, Bailar and Smith concluded that “we are losing the war against
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cancer, notwithstanding progress against several uncommon forms of the disease,
improvements in palliation, and extension of the productive years of life” [2]. Recent
data indicate that the 5-year relative survival rate has increased from 49% in 1975–
1977 to 69% in 2005–2011 [3]. However, although the U.S. National Cancer Institute
has spent over $100 billion on this effort [4], progress has been limited in reducing
mortality from common, advanced carcinomas of the lung, colon, breast, and pancreas,
and overall U.S. cancer deaths are projected to rise to 609,640 in 2018.

1.2 Reductionism: The Current Approach to Biology

Current research efforts in biology are based on the reductionist approach, summarized
as “the whole is equal to the sum of its parts”. This “gold standard” for learning about
the world is based on the works of Descartes, Galileo, Newton and LaPlace, postulating
that the workings of our mind and body and all matter in the universe unfold under the
same set of fundamental laws [5]. With this approach, cells can theoretically be
completely understood by analyzing all components and the connections between
them, which are assumed to be additive and linear [6, 7]. Under this view, diseases are
studied by finding and understanding defective genes, proteins, or other biomolecules
in a cell, tissue, or organ. For example, follicular lymphoma is due to the t(14;18) (q32;
q21) translocation, present in 80–90% of tumors, which brings the bcl2 proto-oncogene
under the transcriptional influence of the immunoglobulin heavy chain gene, leading to
overexpression of the Bcl2 protein, which inhibits apoptosis. This inhibition allows
additional genetic mutations to accumulate, which leads to neoplasia [8]. But this
reductionist model does not explain the myriad network changes facilitating the
translocation or the web of network changes it induces.

The goals of this paper are to discuss how complexity theory may relate to neo-
plasia, to explain to the pathology community why the reductionist model is inadequate
and to suggest that effective cancer research should incorporate the laws of complexity
and self-organization.

1.3 Complexity: Variability that Is not Predictable

Complexity refers to systems with large numbers of independent agents with a high and
variable degree of connectivity [9]. Complex systems exhibit many nontraditional
properties [10]. First, they have variable behavior that obeys the laws of physics, but
cannot be reliably predicted by reproducible experiments [11]. Behavior also varies due
to self-organized criticality, a dynamic process that drives large extended systems to a
network state that is poised at criticality, analogized to a sand pile created by dropping
individual sand grains [11]. Small avalanches may be predictable, but the overall
behavior of the sand pile is best described by catastrophic, not gradual, changes.

Second, complex systems possess a robustness that makes them resistant to sig-
nificant changes. The maintenance of cellular phenotypes and stability in physiologic
processes has been attributed to “attractors” associated with a complex gene regulatory
network, which maintains and reestablishes specific gene expression patterns, even
after large perturbations [12].
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Third, complex systems possess emergence, an organizational, bottom-up property,
due to agents that spontaneously self-organize without any oversight or planning [9]
(p. 11). Larger entities arise through interactions among simpler entities and possess
properties or exhibit features not found or even thought possible from the simpler
entities and that require fundamental research to understand. In biological systems, self-
organization has been described as a process in which global patterns emerge solely
from numerous lower level interactions, even though the rules specifying interactions
are executed using only local information [13]. Neoplasia cannot be well understood
without knowledge of emergence.

Fourth, similar appearing behavior and features may be due to markedly different
inputs. In colon carcinoma, alterations to dissimilar molecular pathways may produce
morphologically similar tumors [14].

2 The Laws of Complexity and Self-organization

The Laws of Complexity and Self-Organization relevant to neoplasia are:

1. In life, as in other complex systems, the whole is greater than the sum of the parts.
2. There is an inherent inability to predict the future of complex systems.
3. Life emerges from non-life when the diversity of a closed system of biomolecules

exceeds a threshold of complexity.
4. Much of the order in organisms is due to generic network properties.
5. Numerous biologic pressures push cellular pathways towards disorder.
6. Organisms resist common pressures towards disorder through multiple layers of

redundant controls, many related to cell division.
7. Neoplasia arises due to failure in these controls, with histologic and molecular

characteristics related to the cell of origin, the nature of the biologic pressures and
the individual’s germline configuration.

2.1 In Life, as in Other Complex Systems, the Whole Is Greater Than
the Sum of the Parts

The reductionist approach is inadequate for understanding living systems and diseases
such as cancer; biology cannot be reduced to physics alone [5]. In living systems, the
interactions between molecules create life. Individually, the molecules can be con-
sidered as “dead.” Collectively, they develop emergent properties, the missing features
that make the whole greater than the sum of its parts [15]. Mitosis is an emergent
property with obvious importance in neoplasia. Various molecules engage in linked
processes whose end result cannot be predicted even by examining a large subset of the
processes. As Kauffman notes, “it is a closure of work tasks that propagates its own
organization of processes” [5] (p. 94).
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2.2 There Is an Inherent Inability to Predict the Future of Complex
Systems

In 1814, Laplace claimed that one could determine the entire future and past of all
particles in the universe and their motions if supplied with their instantaneous positions
and velocities [16]. However, the ability to predict planetary motion or the tides does
not extend to complex systems, for several reasons.

First, the chaotic nature of complex systems precludes predictability. Chaotic
properties are characterized by nonlinear equations, which are exquisitely sensitive to
initial conditions. Lorenz found that his computer model of the weather experienced
exponential divergence when he reran it substituting the Fig. 0.506 for 0.506127 [17].
This inability to predict the future of systems that are well understood is an inherent
property of the nonlinear world in which we live. Second, emergent properties are not
predictable. In neoplasia, we can document the presence or absence of specific
mutations but cannot precisely predict their impact. Third, the function of molecules
may be dependent on evolutionary pressures, which themselves cannot be predicted
[18]. Selection may favor individuals heterozygous for the human sickle cell mutation
at codon 6 of the beta gene, but only in geographic areas where falciparum malaria is
endemic, where this mutation protects erythrocytes from infection [19]. However, we
cannot predict the impact of this particular mutation on survival in the local environ-
ment without knowing the evolutionary pressures of all other human molecules and
how they reinforce or counteract each other.

2.3 Life Emerges from Non-life When the Diversity of a Closed System
of Biomolecules Exceeds a Threshold of Complexity

According to Kauffman, life is the emergent collective property of a modestly complex
mix of biomolecules (DNA, RNA, proteins, and others) which catalyze each other’s
formation [20] (Chapter 7). Individually, each molecule is relatively inert. However,
with a large enough collection of molecules of sufficient complexity, confined to a
small space to promote interaction, a self-sustaining web of reactions may form that can
reproduce and evolve [21, 22].

This model of the origin of life may explain why free living cells have an apparent
minimal complexity. Mycoplasma mycoides JCVI-syn1.0 [23] and M. genitalium [24]
are the smallest known genomes that constitute a cell, with 473 to 482 protein-encoding
genes, a large number for the simplest organism. A collection of fewer genes would
apparently lack the complexity to create a self-staining network.

2.4 Much of the Order in Organisms Is Due to Generic Network
Properties

Each cell coordinates the activities of 20,000 genes and their products [25]. Activities
as complex as mitosis occur through spontaneous interaction of biomolecules without
external oversight. To obtain a deeper understanding of cancer, we need to better
understand how order arises in cells. The traditional view is that the sole source of
order in organisms is natural selection as described by Darwin. An alternative view is
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that order is an expected emergent property of molecular networks, based on structural
properties of networks not dependent on details of the particular molecules [20].

Genes, RNA, and proteins form a complex parallel processing network in which
molecules are connected to other molecules and control their activation. Theoretically a
cell with 20,000 types of gene products, one copy of each and two possible properties
for each gene product would have a state cycle of length 220,000, or approximately
106,000. However, a state cycle this large does not happen due to the surprising finding
that if each gene product is regulated by at most two inputs, the median length of the
state cycle is only the square root of the number of gene products, or 141 if N is 20,000
[20, 26]. This network property creates inherent stability even in networks with large
numbers of gene products, as the cell network is localized to a very small percentage of
its possible state space. In addition, stability is promoted when genes are regulated by
“canalyzing” Boolean functions [27, 28], which means that one input can completely
determine the property of the gene.

The ability of cells to maintain stable phenotypic states is due to the settling down
of a gene regulatory network into attractors [29], what Kauffman terms “order for free”.
Mutations can change functional connections but usually do not greatly change the
stability of the network due to these order inducing properties.

2.5 Numerous Biologic Pressures Push Cellular Pathways Towards
Disorder

Tension exists in living systems between order and disorder, a result of the tradeoffs
inherent to achieve compromise between conflicting interests [30]. Order is required for
proper functioning of cells, tissues, and organs. Yet network flexibility is required for
development, inflammation, and adapting to numerous environments. Neoplasia sub-
verts the physiologic mechanisms that provide this network flexibility and prevents
reversion to an ordered state [31]. To understand neoplasia better, it is important to
understand how physiologic disorder arises, how cells manage it, and how neoplasia
disrupts it.

First, creating an autocatalytic network promotes disorder, as it produces an
increasing number of new molecules, which catalyze further reactions. Second, natural
selection disfavors rigid order in living systems, which would doom species amidst
environmental shifts [32]. Third, the ability of living systems to maintain viability after
mutational changes demonstrates an inherit flexibility not present in a completely
ordered regime. Kauffman believes that organisms maintain a position between order
and disorder that he terms the “edge of chaos,” an evolution-derived compromise
between order and surprise that may be optimal to coordinate complex activities and to
evolve further [33] (p. 86) [34]. Finally, physiologic biologic pressures promote dis-
order. Infections, infestations, autoantigens, inflammation, and hormone expression,
alone and particularly in combinations, push some cells into an active cell cycle, a less
stable state, and eventually into neoplasia.
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2.6 Organisms Resist Common Pressures Towards Disorder Through
Multiple Layers of Redundant Controls, Many Related to Cell
Division

Organisms have multiple layers of redundant controls that resist these pressures
towards disorder. First, based on interactions between the components, a large “frozen”
component forms, whose state does not easily change over time, even as the states of
other molecules change [20, 35]. Second, cellular membranes act as “border controls”
to limit the entry of novel molecules that might create new reactions or alter existing
ones and to compartmentalize existing molecules to limit unexpected reactions. Third,
cells have robust processes to limit errors during cell division, such as DNA repair [36],
which dramatically reduce transcription error rates [37]. Fourth, cells have several
mechanisms to respond to injury or DNA damage, which might eventually alter pro-
teins and pathways, including apoptosis, cycle arrest, autophagy, or protein synthesis
shutoff [38]. Fifth, key cellular processes have numerous controls that tightly regulate
their activity, such as delay of cell cycle progression during mitosis in the presence of
DNA or spindle damage [39, 40]. Finally, the immune system is a final supervisory
system of error correction by destroying cells with disordered properties [41]. Their
importance is suggested by the association of immunosuppression with a markedly
elevated risk of malignancy [42].

2.7 Neoplasia Arises Due to Failure in These Controls, with Histologic
and Molecular Characteristics Related to the Cell of Origin,
the Nature of the Biologic Pressures, and the Individual’s Germline
Configuration

The laws of complexity and self-organization provide a framework to better understand
neoplasia, which is required for optimal cancer treatment. Cells are end product of
networks with emergent features whose ultimate impact often cannot be predicted (laws
1–3). Although these networks possess a great deal of stability (law 4), they are under
constant pressure to breach the control mechanisms that maintain order (law 5). Only
the presence of multiple redundant controls at various levels leads to adequate order
and function (law 6), consistent with the multiple-hit theory of neoplasia [43, 44].

Cell of Origin. A neoplasm’s characteristics are related to the network state of the cell
of origin, the nature of the biologic pressure, and the germline configuration. The cell’s
network state determines response to cellular pressures. For example, the t(14;18)
translocation is apparently only found in B lymphocytes [45] and is due to an ille-
gitimate V(D)J recombination, an activity restricted to B cells [46].

Nature of Biologic Pressures. We have proposed that an alternative classification to
morphology or molecular changes characterizes neoplasia by the nature of the biologic
pressures [47]. For example, gastric MALT lymphomas are caused not by mutations,
but by antigen-driven lymphoproliferation.

Germline Configuration. The nature of the neoplasia is affected by the germline
configuration, including familiar cancer syndromes [48] as well as more subtle varia-
tions in networks affecting any of the numerous control factors described above.
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3 Summary

The original contributions of this paper are (a) proposing that the failures of the War on
Cancer are due to medicine’s rigid adherence to reductionism; (b) summarizing com-
plexity and self-organization as they relate to neoplasia; (c) proposing that scientists
study chronic pressures that disturb physiologic networks leading to neoplasia; and
(d) suggesting that treatments which reverse these pressures or alter networks towards
less lethal pathways may be useful.

Acknowledgments. The author thanks Christine Billecke, PhD, for her excellent editorial
assistance in preparing this manuscript.
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Abstract. We present a method of endowing agents in an agent-based
model (ABM) with sophisticated cognitive capabilities and a naturally
tunable level of intelligence. Often, ABMs use random behavior or greedy
algorithms for maximizing objectives (such as a predator always chasing
after the closest prey). However, random behavior is too simplistic in
many circumstances and greedy algorithms, as well as classic AI plan-
ning techniques, can be brittle in the context of the unpredictable and
emergent situations in which agents may find themselves. Our method,
called agent-centric Monte Carlo cognition (ACMCC), centers around
using a separate agent-based model to represent the agents’ cognition.
This model is then used by the agents in the primary model to predict the
outcomes of their actions, and thus guide their behavior. To that end,
we have implemented our method in the NetLogo agent-based model-
ing platform, using the recently released LevelSpace extension, which
we developed to allow NetLogo models to interact with other NetLogo
models. As an illustrative example, we extend the Wolf Sheep Predation
model (included with NetLogo) by using ACMCC to guide animal behav-
ior, and analyze the impact on agent performance and model dynamics.
We find that ACMCC provides a reliable and understandable method of
controlling agent intelligence, and has a large impact on agent perfor-
mance and model dynamics even at low settings.

Keywords: Agent-based modeling · Artificial intelligence
Agent cognition · Multi-level agent-based modeling · NetLogo

1 Introduction

Agent-based modeling (ABM) has long proven to be a powerful method for sim-
ulating complex systems [3,8,15]. Over the last decade, multi-level agent-based
modeling (MLABM) has extended this power by enabling researchers to create
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systems of connected ABMs [9]. This allows one to model a system with multiple
components or levels by creating separate ABMs for each component that are
then connected. We recently released LevelSpace [5], which brings the ability to
integrate many different ABMs to NetLogo [14], one of the most widely used
ABM platforms. Here, we demonstrate how to leverage the power of MLABM
in order to define sophisticated and tunable cognitive systems for guiding agent
behavior.

Agent cognition differs from classic artificial intelligence algorithms in that
the goal is not to generate the most optimal course of action. Instead, it is desir-
able to have a level of intelligence that is appropriate for the agents in question.
For instance, agents representing humans should have significantly different cog-
nitive capabilities than agents representing sheep, which should, in turn, have
significantly different capabilities than agents representing ants. Furthermore,
the task is complicated by the fact that, due to the subject matter of most
ABMs, agents exist in complex environments with many other agents, such that
the patterns of their world are an emergent result of the collective actions of those
agents. Making matters more difficult, agents are typically only aware of local
information. Thus, agents will find themselves in surprising and unexpected cir-
cumstances, and must continue to act reasonably in those circumstances. Hence,
our goal is to design a method of agent cognition in which:

1. Agents are given goals and information about their local state, and they
determine what actions to take.

2. Agents have a tunable level of “intelligence”.
3. What agents know about the world and how they think the world works is

definable. In other words, agents should often have simplified understandings
of the world.

4. Agents behave reasonably when in unexpected circumstances, or when some-
thing surprising occurs.

5. Ideally, the agents’ cognitive processes should be inspectable and understand-
able. Researchers should be able to understand why agents are doing what
they are doing.

Our method, agent-centric Monte Carlo cognition (ACMCC), accomplishes
these goals by defining an ABM that represents how an agent thinks the world
works. By leveraging MLABM, agents then use this cognitive ABM to make short
term predictions about what will happen when they choose different actions. The
agents will then make their final action decision based on the predicted outcomes
of each action.

2 Related Work

Under one perspective, an ABM defines a Markov chain, a small part of which is
observable by each agent. Hence, the framework of partially observable markov
decision processes (POMDPs) may be applicable in this context [7]. Indeed,
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MDPs have been used to model decision making of agents in dynamic environ-
ments in other works. For instance, [1] combines POMDPs with reinforcement
learning to perform dynamic decision making for a single agent in a stochas-
tic environment. Further, [6] extends MDPs to work with multiple agents via
Markov games. MDPs are often solved by computing the sum of discounted
future reward values at each state (via dynamic programming). However, such
strategies are infeasible in the context of ABMs as, typically, even the local area
which an agent can observe has a vast state-space, due to the number of agents
and the fact that agents are often defined by continuous attributes, and the rate
at which new information is encountered. Furthermore, even if it were possible
to find the optimal solution to the POMDPs involved, it would not be desirable
to do so, as agents typically have bounded rationality by design. That said, our
work may be characterized as using Monte Carlo simulations to approximate the
solutions to POMDPs of each agents’ surroundings.

Monte Carlo tree search (MCTS) has proven to be a particularly powerful
method to address decision processes, especially in the context of games [2].
Notably, MCTS was combined with deep reinforcement learning techniques to
create the first super-human Go playing program [11,12]. Fundamentally, MCTS
works by using Monte Carlo “playouts” to determine the expected value of each
possible move the player can take. It then uses those expected values to guide
future playouts, so that they focus on more promising paths. The technique
may be further augmented with other methods (such as deep neural networks
estimating the values of states) to further guide the playouts. In this work, we
take a similar Monte Carlo approach to sampling the eventual value of actions,
but use a pure Monte Carlo strategy instead. Section 7 discusses extending this
work to incorporate advancements in MCTS.

[4] also demonstrated a method of defining agent cognition via MLABM
using an early version of LevelSpace. In that work, agents sent information about
their surroundings to simple neural network models. The output of the neural
networks would then determine what action the agents would take. This work has
several advantages compared to that, though they are complimentary methods,
as discussed in Sect. 7. First, this method requires no training. Second, this
method uses explicit cognitive representations. That is, the objects of the agents’
cognition are of the same form as the objects of the world (entities in an ABM).
When a sheep is considering the actions of a wolf, a wolf agent exists in their
cognitive model. Furthermore, we can directly observe why an agent does what
it does, and what it expects to happen for different actions. This is in sharp
contrast with a neural network, in which the agent’s knowledge is implicitly
embedded in the weights of the neurons. Finally, this method offers a parameter
that directly corresponds with the cognitive capabilities of the agents: namely,
the number of simulations the agent runs. In contrast, the number and size of
the layers in a neural network controls the cognitive capabilities of the agents,
but how that translates into concrete differences in cognition and behavior is
opaque.
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3 Method

ACMCC works as follows:

1. The modeler defines what actions an agent can take (e.g., turn left, turn right,
go forward, eat, etc.), what the agent knows/believes (e.g., what the agent
can see), what the agent is trying to do (e.g., maximize food intake while
staying alive), and how the agent thinks the world works via a cognitive
model defined by a separate agent-based model. That is, this cognitive model
may be a simplified version of the main ABM, which operates according to
mechanisms as understood by the agent. Thus, the agent should be able to
use this cognitive model to make predictions about what will happen in the
full model.

2. During each tick of the simulation, each agent runs a settable number of
rollouts, or short simulations of their surroundings, using its cognitive model,
with initial conditions based on their surroundings. During these rollouts, the
agent selects random actions and tracks how well they meet their objectives
as a consequence of those actions. The agent’s performance is evaluated based
on reward: during a rollout, the agent will receive a reward based on what
happens (the modeler defines the reward based on the agent’s objectives).

3. The agent then selects an action based on the results of these rollouts.

See Fig. 2 for an example of these rollouts.
A significant advantage of this method is that it gives researchers several tun-

able parameters that precisely control agents’ “intelligence”, such as the number
of rollouts to run and the length of each rollout. Having such control over agents’
intelligence allows modelers to, for instance, naturally adjust agents’ cognitive
capabilities based on what is reasonable for those agents, or have an evolvable
“intelligence” parameter that directly correlates to the agents’ cognitive capabil-
ities. Note that we do not claim that this is how the actual cognitive processes of
the modeled agents work. Rather, this method simply gives modelers a practical
method of controlling the sophistication of agents’ decision making abilities.

4 Model

In order to demonstrate our method, we extend the Wolf Sheep Predation model
found in the NetLogo Models Library [13]. Wolf Sheep Predation is a basic
predator-prey model consisting of wolves, sheep, and grass, run on a two dimen-
sional toroidal world. Wolves and sheep are point-like agents that move in con-
tinuous space, while grass exists as a binary value on a grid (either grass is
present at a particular cell or it is not). In the original model, wolves eat sheep,
sheep eat grass, and grass regrows at a fixed rate. When agents eat, they acquire
energy, and when agents move, they lose a small amount of energy. Wolves and
sheep reproduce based on a probability each tick, splitting their energy with
their child. All movement is random: each tick, agents turn left or right by a
random angle less than 45◦ and take a step forward of unit length. If an agent
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Fig. 1. A state from the modified Wolf Sheep Predation model. The initial state of the
cognitive model for each of the highlighted agents is shown.

Fig. 2. The tree of rollouts performed by the highlighted sheep, which is facing north.
The rollouts progress from top to bottom, with the first row showing the state after
1 tick, and the last row showing the final state. The sheep’s initial actions and final
reward values are shown (without discounting).
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runs out of energy, it dies and is removed from the world. If an agent is eaten,
it dies and is removed from the world.

In our extension of the model, the random movement is replaced with
ACMCC. Agents have the following actions available to them:

1. Turn right 30◦, take a step forward of unit length, and eat if possible.
2. Take a step forward of unit length, and eat if possible.
3. Turn left 30◦, take a step forward of unit length, and eat if possible.

Reproduction still occurs based on a probability.
In order to decide what actions to take each tick, agents use a simple cognitive

model. First, agents are given a vision radius; their cognitive model will be
initialized with what they see in this radius each tick. The cognitive model is a
simplified version of the original Wolf Sheep Predation. The world represented
is much smaller than the full model: a little bit larger than their vision radius.
It is initialized with the agents surroundings: the positions and headings of the
surroundings wolves and sheep, as well as the positions of the live and dead grass,
and finally the position, heading, and energy of the agent itself. Furthermore,
this model only includes factors of which the agents would plausibly be aware
of. The cognitive model thus makes the following simplifications:

– Only the energy of the primary agent (called the ego) is tracked. This is
because the ego cannot observe the energy of the other agents.

– There is no reproduction. However, our model could be further extended to
make reproduction an action, and have the child’s well-being incorporated
into the rollout reward-function. It was left out for simplicity and because
that it is reasonable to think that the possibility of suddenly reproducing is
not factored into the decision of which piece of grass to go for.

– There is no grass regrowth. Again, the ego cannot observe the regrowth state
of the grass, and these are short-term simulations.

– There is nothing outside of the ego’s vision radius. Should an agent move past
the vision radius during a rollout, the grass at that point is filled in randomly
based on the observed density of grass.

All agents in the cognitive model act randomly. While there are many inter-
esting possibilities for selecting actions of agents in rollouts, such as further
embedding cognitive models (thus giving agents a kind of theory of mind), or
refining rollout decision making based on past rollouts (as in MCTS) we chose
to begin with the simplest approach: random action in rollouts. Reward in the
rollouts is calculated as the agents change in energy, with a discounting factor,
so that energy acquired in the first tick counts more than energy acquired in the
second, and so forth. Furthermore, death is given an automatic reward value of
−1000.

The main predator-prey model and cognitive model are then combined as
follows. Each tick of the predator-prey model proceeds as in the original Wolf
Sheep Predation, save that agents send information about their surroundings to
their cognitive model, which then runs a set number of rollouts of a set length,
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and reports the resulting reward values. The agent then takes the action that
had the highest mean reward. See Fig. 1 for a state of the predator-prey model
and the corresponding initial state of several of the cognitive models. Figure 2
shows the various rollouts performed by the cognitive model of a sheep at that
tick. Through these rollouts, the sheep finds that the two sheep coming from
the east almost always eat the patch of grass to the northeast, and the sheep
coming from the north almost always eat the grass to the north-northwest. Thus,
the only grass the sheep manages to successfully eat is the northernmost (final
image in the second column). Thus, the sheep decides to go straight. In this
way, ACMCC allows for agents to perform sophisticated decision making where
a greedy algorithm would have failed (because the closest grass would have been
eaten by other sheep first).

5 Results

In order to understand the effects of the cognitive model on Wolf Sheep Preda-
tion, several experiments were performed. In each experiment, one agent-type
had the number and length of its rollouts varied while the other agent-type was
kept random. The efficiency of the agents in various tasks as well as population
levels were recorded. Two measurements of efficiency were used: one for sheep
and one for wolves. Sheep efficiency was measured as the ratio of the amount
of grass eaten in a tick to the amount of grass we would expect to be eaten
by random sheep, given grass density and number of sheep: grass-eaten /
(num-sheep * grass-density). Similarly, wolf efficiency was measured as the
ratio of the amount of sheep eaten in a tick to the amount of sheep we would
expect to be eaten by random wolves, given sheep density and number of wolves:
sheep-eaten / (num-wolves * sheep-density). This measure was used as it
controls for population dynamics: it measures how well the agents are doing com-
pared to how well we would expect random agents to be doing. Thus, in both
cases, an efficiency of 1 is random. However, as there are relatively few wolves
(in the base model, wolves oscillate between 50 and 100, while sheep oscillate
between 120 and 200) with relatively few prey (the sheep’s prey, grass, covers
around 1000 locations at any given tick), this number rests below 1 for the base-
line case (at around 0.76) due to the fact that wolves and their prey are discrete
entities. Sheep, on the other hand, are more numerous with an evenly spread
food source, and thus their baseline rests close to the theoretical value of 1,
at 0.93.

For both wolves and sheep, number of rollouts was varied from 1 to 20 (note
that performing only a single rollout is equivalent to random behavior) and the
length of rollouts was varied from 0 to 5. Vision radius was set to 5 for both agent
types. Default parameter settings (as found in the NetLogo Models Library) were
used for all other parameters. Runs were carried out for 2,000 ticks. 20 repetitions
were performed for each combination of parameters. Figure 3 shows the efficiency
results for both agent-types.

Finally, in order to begin to understand the impact of the cognitive model on
the dynamics of the model, we examine the sheep population. Using the same
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Fig. 3. Mean efficiency of sheep and wolves at eating their respective foods (grass and
sheep) for various combinations of number and length of rollouts. Bands show 95%
confidence intervals. Note that the y-axes have different scales.

Fig. 4. Mean sheep population for various combinations of number and length of roll-
outs performed by sheep and wolves. Bands show 95% confidence intervals. Note that
the y-axes have different scales.

runs as above, Fig. 4(a) shows the mean population of sheep for each combination
of number and length of sheep rollouts. In contrast, Fig. 4(b) shows mean sheep
population in response to wolf cognitive abilities. Means are taken from tick 500
onwards in each run, to allow for the system to reach stability.



Agent Cognition Through Micro-simulations 79

6 Discussion

We find that the number of simulations has a direct and monotonic impact on
agent performance, and thus works well as an “intelligence” parameter. Further-
more, even a small number of short rollouts dramatically increases performance
in sheep. Thus, it is possible to give hundreds of agents fairly sophisticated
short-term reasoning in this way without too high of a performance impact: all
simulations performed here are runnable in real-time on a standard, modern lap-
top. Rollout length appeared to reach maximum efficacy at around three ticks.
This is not surprising; the longer rollouts are run for, the less accurate they will
be, especially as agents could only see to distance 5. This invites the question of
how to do longer term predictions about the future; this is discussed in Sect. 7.

While wolves were not helped as much as sheep, their performance was still
improved with a relatively small number of short rollouts. Regardless, their
poorer performance is not surprising: catching a moving prey is much more
difficult than catching a stationary one, or even than avoiding being caught.
Nevertheless, wolf performance is impressive considering the branching factor
and their poor model of sheep behavior. Methods for overcoming their natural
disadvantage are discussed in Sect. 7.

As shown in Fig. 4b, as the wolves become smarter, their food supply signif-
icantly drops. This is particularly significant as fewer sheep means fewer sheep
reproducing, and thus less food for the wolves being introduced each tick. This
is unlike the sheep’s food source, which regrows at each location at a fixed rate,
and thus, the fewer locations occupied by grass, the faster it is introduced into
the system. The effect of wolf behavior on sheep population highlights the dif-
ficulties of applying cognitive systems; due to the aggregate-level feedback loop
in the system, what’s beneficial to the individual can be harmful to the group.

More broadly, these results indicate that this is a promising strategy for
giving agents more sophisticated, yet tunable cognitive capabilities in a natural
way, using nothing but agent-based modeling.

7 Future Work

While this work lays a solid foundation for a novel approach to agent cognition,
it can be extended in many interesting ways.

First, as the agents are only performing a handful of rollouts, it is impor-
tant that those rollouts focus on promising/likely actions and futures. This is
particularly salient in the case of the wolves, who have the more difficult task
of catching a moving target. There are a number of established ways of accom-
plishing this. First, in MCTS, this is accomplished by using the results of past
rollouts to guide future rollouts. There are some difficulties here: with the few
number of rollouts and the continuous state-space of many ABMs, it is unlikely
for the rollouts to encounter the same state twice. Regardless, this method is
immediately useful for the choice of the first action, and could be modified to
work on future actions by either compressing states (using a learned encoder) or
scoring sequences of actions, regardless of state.
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Another method that has recently proven to be highly effective is combining
MCTS with neural networks, as was done in AlphaGo [11] and AlphaGo Zero
[12]. In ABM, neural networks could be trained to both select likely actions for
the ego, as well as to predict the behavior of the other agents. This method
would both improve the efficacy of rollouts, and offer a way of incorporating
learning into the system, if that is desirable. Our initial work in this direction
has been promising, which combines this work with the work in [4].

Another method of better predicting the actions of other agents would be to
embed another layer of ACMCC models inside the first layer. That is, agents
would have a kind of theory of mind, where they try to emulate the thinking of
the other agents based on what they can observe. The drawback to the naive
implementation of this, however, is that it is performance intensive (initial exper-
iments reinforce this). However, this may be circumvented by doing a kind of
MCTS for each agent at the high level; that is, each agent in the cognitive model
uses the results of past rollouts to improve their behavior in future rollouts, thus
emulating the cognition of the other agents without performing any additional
rollouts. Regardless, the naive approach of further embedding cognitive models
could be quite effective for models with fewer agents that require highly sophis-
ticated reasoning. For instance, [10] examines an approach to simulating theory
of mind in a multi-agent simulation somewhat along these lines.

Another challenge is adapting this method to work with continuous action
spaces. As described here, the actions must be discrete; wolves and sheep can
only turn by fixed amounts, while they can turn by a continuous amount in the
original model. This could be accomplished by interpolating between different
discrete parameters for an action.

While the method as applied here appears to be effective for short-term
reasoning, it does not perform any kind of long term reasoning. A simple way of
adapting the method to perform longer term reasoning would be to decrease the
accuracy of the simulation while increasing it’s speed by changing its timestep.
Another method would be to have the cognitive model operate on a coarser grain
than the main model.

Thus, while this work lays the foundation for sophisticated agent cognition,
it opens up many possible avenues of exploration as well.
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Abstract. In this research, we explain and show how a chaotic system
displays non-trivial behavior as a complex system. This result is reached
modifying the chaotic system using a memory function, which leads to a
new system with elements of the original function which are not evident
in a first step. We proof that this phenomenology can be apprehended
selecting a typical chaotic function in the domain of elementary cellular
automata to discover complex dynamics. By numerical simulations, we
demonstrate how a number of gliders emerge in this automaton and how
some controlled subsystems can be designed within this complex system.

Keywords: Complex dynamics · Chaos · Emergence · Gliders
Glider guns · Memory

1 Preliminaries

As far as we know a classification scheme of complex systems is missing,
although, in the case of elementary cellular automata, several approaches have
been described in recent decades. Nevertheless, this is a difficult problem that is
initially determined as an undecidable problem in the context of the theory of
cellular automata [9]. However, several approaches have been considered (we can
refer for example to [1,3,12,17,31] and references cited therein). These researches
show that, to date, all approaches using elementary cellular automata, do not
match, for more details, see [14].

In this paper, we study a classic chaotic elementary cellular automaton and,
using a memory function, we describe elements of non-trivial behaviour which
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emerge as patterns. The last are named gliders, particles, waves, or mobile
self-localizations. This non-trivial behaviour is qualified as complex. Specialized
and historic books recommended to introduce to complex systems theory are
[4–6,19,21]. For cellular automata theory, we refer to [1,18,27,29].

Here, we study a particular case with elementary cellular automaton rule
126, classified by Wolfram as a chaotic rule in [29,30]. Reviewing and composing
the original function with a memory function we will discover non-trivial pat-
terns. The original study about this analysis was published in [15]. This way, the
present paper is an extension on its controllability and codification of gliders in
the evolution rule with memory and how scale complex its behaviour by glider
collisions. The paper has the next structure. Section two introduces basic con-
cepts. Section three displays a description of rule 126 and its chaotic behaviour.
Section four explains how works a memory function in cellular automata. Section
five shows the non-trivial behaviour in rule 126 with memory.

1.1 Basic Notation

One-dimensional cellular automata is represented by an array of cells xi where
i ∈ Z and each x takes a value from a finite alphabet Σ. Thus, a sequence
of cells {xi} of finite length n describes a string or global configuration c on
Σ. The set of finite configurations will be expressed as Σn. An evolution is
comprised by a sequence of configurations {ci} produced by the mapping Φ :
Σn → Σn; thus the global relation is symbolized as: Φ(ct) → ct+1, where t
represents time and every global state of c is defined by a sequence of cell states.
The global relation is determined over the cell states in configuration ct updated
at the next configuration ct+1 simultaneously by a local function ϕ as follows:
ϕ(xt

i−r, . . . , x
t
i, . . . , x

t
i+r) → xt+1

i .
Wolfram represents one-dimensional cellular automata with two parameters

(k, r), where k = |Σ| is the number of states, and r is the neighbourhood radius.
This way, elementary cellular automata domain is defined by parameters (2, 1).
There are Σn different neighbourhoods (where n = 2r + 1) and kkn

distinct
evolution rules. The evolutions in this paper have periodic boundary conditions.

Conventional cellular automata are ahistoric (memoryless): i.e., the new state
of a cell depends on the neighbourhood configuration solely at the preceding
time step of ϕ. Thus, cellular automata with memory can be considered as an
extension of the standard framework of cellular automata where every cell xi is
allowed to remember some period of its previous evolution. Basically memory is
based on the state and history of the system, thus we design a memory function φ,
as follows: φ(xt−τ

i , . . . , xt−1
i , xt

i) → si, such that τ < t determines the backwards
degree of memory and each cell si ∈ Σ is a function of the series of states in cell
xi up to time-step t − τ . Finally to execute the evolution we apply the original
rule again as follows: ϕ(. . . , st

i−1, s
t
i, s

t
i+1, . . .) → xt+1

i .
In cellular automata with memory, while the mapping ϕ remains unaltered, a

historic memory of past iterations is retained by featuring each cell as a summary
of its previous states; therefore cells canalize memory to the map ϕ. As an
example, we can take the memory function φ as a majority memory: φmaj → si,
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where in case of a tie given by Σ1 = Σ0 in φ, we shall take the last value
xi. So φmaj represents the classic majority function for three variables [20] on
cells (xt−τ

i , . . . , xt−1
i , xt

i) and defines a temporal ring before calculating the next
global configuration c. In case of a tie, it is allowed to break it in favor of zero
if xτ−1 = 0, or to one whether xτ−1 = 1.

The representation of a elementary cellular automata with memory is given
as follows: φCARm:τ , where CAR represents the decimal notation of a particular
elementary cellular automata rule and m the kind of memory given with a specific
value of τ . Thus, the majority memory (maj) working in elementary cellular
automaton rule 126 checking tree cells (τ = 3) of history is simply denoted as
φR126maj:3.

Note that memory is as simple as any cellular automata, and that the global
behaviour produced by the local rule is totally unpredictable, it can lead to emer-
gent properties and so be complex. Memory functions were developed and exten-
sively studied by Sanz in [24–26]. Memory in elementary cellular automata have
been studied, showing its potentiality to report complex behaviour from chaotic
systems and beyond in [11,12,16], and recently in [7] authors have included
hybrid versions. Thus, we can conjecture that a memory function can report
complex behaviour as follows: fchaos(φ) → fcomplex.

2 Elementary Cellular Automaton Rule 126

The local-state transition function ϕ corresponding to rule 126 displays a high
concentration of states 1s. This way, ϕR126 = {1 if 110, 101, 100, 011, 010, 001; 0
if 111, 000}.

Rule 126 has a chaotic global behaviour typical from class III in Wolfram’s
classification [29]. In ϕR126 we can easily recognize an initial high probability
of alive cells, i.e. cells in state ‘1’; with a 75% to appear in the next time and,
complement of only 25% to get a state 0.

Figure 1 shows these cases in typical snapshots of rule 126. Evolving from
a single cell in state ‘1’ yield a patters like a Sierpinski triangle (Fig. 1a).
From a 50% random initial configuration, we can see an unordered evolution

Fig. 1. Dynamics in elementary cellular automaton rule 126. (a) Sierpinski triangle is
the evolution in its global dynamics from a single cell in state 1. (b) Second snapshot
is calculated from a random initial density to 50%. Both space-time diagrams evolve
on a ring of 1,000 cells for 512 generations.
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without observing any recognizable pattern (Fig. 1b). Both evolutions induce
that evolution rule 126 display a chaotic global behaviour. To explore carefully a
lot of these properties we will analyze its basin of attractors in the next section.

2.1 Basins of Attraction

A basin (of attraction) field of a finite cellular automata is the set of basins of
attraction into which all possible states and trajectories will be organized by the
local function ϕ. The topology of a single basin of attraction may be represented
by a diagram, the state transition graph. Thus, the set of graphs composing the
field specifies the global behaviour of the system [27].

Fig. 2. Basin of attractors for rule 126 and a length of 20 cells.

Generally, a basin can also recognizes cellular automata with chaotic or com-
plex behaviour following previous results on attractors which has been reported
by Wuensche and Lesser in [27] for rings of length 2 to 15. Thus, Wuensche char-
acterizes the Wolfram’s classes as a basin classification for chaos and complexity
in [27].

The basin depicted in Fig. 2 shows the whole set of non-equivalent basins
in rule 126 for ring equal to 20 cells.1 Particularly in this basin we can see
that attractors have not long transients or long periodic attractors, but sev-
eral of them have low in-degree and low leaf density. A quick observation is
1 Basins and attractors were calculated with Discrete Dynamical System DDLab avail-

able from http://www.ddlab.org/.

http://www.ddlab.org/
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that these basin of attractors are symmetric in their leafs, that induce chaos
[8]. Moreover, at the same time we can see some non symmetric attractors and
some of them have moderate transients that could induce a non-trivial com-
plex behaviour inside the chaos. A study discussing particularly the complex
behaviour by graphs in elementary cellular automata is available in [13].

3 Dynamics Emerging with Memory

This section presents the results of selecting a majority memory (maj) with τ = 4
in rule 126 deriving a new function names φR126maj:4 [15]. Figure 3 displays an
evolution for the rule φR126maj:4, showing its complex behaviour.

Fig. 3. Complex behaviour emerging in rule 126 with memory, rule φR126maj:4. Initial
configuration 111001 in a ring of 1,000 cells to 1,000 times. The evolution is filtered to
get a better view of gliders and collisions. The universe of non-trivial patterns emerge
including stationary particles, gliders and several glider guns. Interesting collisions from
this initial condition include solitons, annihilations, reflexions, fusions and more. The
initial condition was selected intentionally to produce a non-symmetric evolution.

4 Collisions of Gliders

In this section, we have done a systematic analysis of multiple collisions of gliders
in φR126maj:4. The next table presents an equation for every collision and its
result. Figure 4 illustrates explicitly these simulations.
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Equation Result Equation Result Equation Result

e1(p1) + g1(p1) +

e1(p1) + g2(p1) + e1(p1)

0 e1(p1) + g1(p1) +

e1(p1) + s1(p1) + e1(p1)

s1 e1(p2) + g1(p3)
2 +

e1(p2) + g2(p4) + e1(p1)

g1

e1(p1) + g1(p1) +

e1(p1) + g2(p2) + e1(p2)

g1 e1(p1) + g1(p1) +

e1(p1) + s1(p2) + e1(p2)

s1 e1(p2) + g1(p3)
2 +

e1(p2) + g2(p5) + e1(p2)

g1

e1(p1) + g1(p1) +

e1(p1) + g2(p3) + e1(p2)

g3 + g3 e1(p2) + g1(p2) +

e1(p2) + s1(p1) + e1(p1)

s1 e1(p1) + g1(p4)
2 +

e1(p1) + g2(p1) + e1(p1)

g1

e1(p1) + g1(p1) +

e1(p1) + g2(p4) + e1(p1)

g4 + g4 e1(p2) + g1(p2) +

e1(p2) + s1(p2) + e1(p2)

s1 e1(p1) + g1(p4)
2 +

e1(p1) + g2(p2) + e1(p2)

g2
1

e1(p1) + g1(p1) +

e1(p1) + g2(p5) + e1(p2)

g2 e1(p2) + g1(p3) +

e1(p1) + s1(p1) + e1(p1)

s1 e1(p1) + g1(p4)
2 +

e1(p1) + g2(p3) + e1(p2)

g3 + g3

e1(p2) + g1(p2) +

e1(p2) + g2(p1) + e1(p1)

g2 e1(p2) + g1(p3) +

e1(p1) + s1(p2) + e1(p2)

s1 e1(p1) + g1(p4)
2 +

e1(p1) + g2(p4) + e1(p1)

g2

e1(p2) + g1(p2) +

e1(p2) + g2(p2) + e1(p2)

0 e1(p1) + g1(p4) +

e1(p2) + s1(p1) + e1(p1)

s1 e1(p1) + g1(p4)
2 +

e1(p1) + g2(p5) + e1(p2)

g1

e1(p2) + g1(p2) +

e1(p2) + g2(p3) + e1(p2)

g1 e1(p1) + g1(p4) +

e1(p2) + s1(p2) + e1(p2)

s1 e1(p2) + g1(p5)
2 +

e1(p2) + g2(p1) + e1(p1)

g1

e1(p2) + g1(p2) +

e1(p2) + g2(p4) + e1(p1)

g3 + g3 e1(p2) + g1(p5) +

e1(p2) + s1(p1) + e1(p1)

s1 e1(p2) + g1(p5)
2 +

e1(p2) + g2(p2) + e1(p2)

g1

e1(p2) + g1(p2) +

e1(p2) + g2(p5) + e1(p2)

g4 + g4 e1(p2) + g1(p5) +

e1(p2) + s1(p2) + e1(p2)

s1 e1(p2) + g1(p5)
2 +

e1(p2) + g2(p3) + e1(p2)

g2
1

e1(p2) + g1(p3) +

e1(p1) + g2(p1) + e1(p1)

g4 + g4 e2(p5) + g3(p2) +

e1(p2) + g4(p2) + e2(p5)

s2 e1(p2) + g1(p5)
2 +

e1(p2) + g2(p4) + e1(p1)

g3 + g3

e1(p2) + g1(p3) +

e1(p1) + g2(p2) + e1(p2)

g2 e1(p1) + g3(p4) +

e2(p2) + s2(p2) + e2(p2)

g4 e1(p2) + g1(p5)
2 +

e1(p2) + g2(p5) + e1(p2)

g2

e1(p2) + g1(p3) +

e1(p1) + g2(p3) + e1(p2)

0 e1(p1) + g1(p1)
2 +

e1(p1) + g2(p1) + e1(p1)

g2 e1(p1) + g1(p1) +

e1(p1) + s1(p1) +

e1(p1) + g2(p1) + e1(p1)

s1

e1(p2) + g1(p3) +

e1(p1) + g2(p4) + e1(p1)

g1 e1(p1) + g1(p1)
2 +

e1(p1) + g2(p2) + e1(p2)

g1 e1(p1) + g1(p1) +

e1(p1) + s1(p1) +

e1(p1) + g2(p2) + e1(p2)

s1

e1(p2) + g1(p3) +

e1(p1) + g2(p5) + e1(p2)

g3 + g3 e1(p1) + g1(p1)
2 +

e1(p1) + g2(p3) + e1(p2)

g1 e1(p1) + g1(p1) +

e1(p1) + s1(p1) +

e1(p1) + g2(p3) + e1(p2)

s1

e1(p1) + g1(p4) +

e1(p1) + g2(p1) + e1(p1)

g3 + g3 e1(p1) + g1(p1)
2 +

e1(p1) + g2(p4) + e1(p1)

g2
1 e1(p1) + g1(p1) +

e1(p1) + s1(p1) +

e1(p1) + g2(p4) + e1(p1)

s1

e1(p1) + g1(p4) +

e1(p1) + g2(p2) + e1(p1)

g4 + g4 e1(p1) + g1(p1)
2 +

e1(p1) + g2(p5) + e1(p2)

g3 + g3 e1(p1) + g1(p1) +

e1(p1) + s1(p1) +

e1(p1) + g2(p5) + e1(p2)

s1

e1(p1) + g1(p4) +

e1(p1) + g2(p3) + e1(p1)

g2 e1(p2) + g1(p2)
2 +

e1(p2) + g2(p1) + e1(p1)

g3 + g3 e1(p1) + g1(p1) +

e1(p1) + s1(p2) +

e1(p2) + g2(p1) + e1(p1)

s1

e1(p1) + g1(p4) +

e1(p1) + g2(p4) + e1(p1)

0 e1(p2) + g1(p2)
2 +

e1(p2) + g2(p2) + e1(p2)

g2 e1(p1) + g1(p1) +

e1(p1) + s1(p2) +

e1(p2) + g2(p2) + e1(p2)

s1

e1(p1) + g1(p4) +

e1(p1) + g2(p5) + e1(p1)

g1 e1(p2) + g1(p2)
2 +

e1(p2) + g2(p3) + e1(p2)

g1 e1(p1) + g1(p1) +

e1(p1) + s1(p2) +

e1(p2) + g2(p3) + e1(p2)

s1

e1(p2) + g1(p5) +

e1(p1) + g2(p2) + e1(p2)

g3 + g3 e1(p2) + g1(p2)
2 +

e1(p2) + g2(p5) + e1(p2)

g2
1 e1(p1) + g1(p1) +

e1(p1) + s1(p2) +

e1(p2) + g2(p5) + e1(p2)

s1

e1(p2) + g1(p5) +

e1(p1) + g2(p3) + e1(p2)

g4 + g4 e1(p2) + g1(p3)
2 +

e1(p2) + g2(p1) + e1(p1)

g2
1 e1(p1)+g1(p1)+e1(p1)+

g2(p1) + g4(p4) + e2(p2)

g4

e1(p2) + g1(p5) +

e1(p1) + g2(p4) + e1(p1)

g2 e1(p2) + g1(p3)
2 +

e1(p2) + g2(p2) + e1(p2)

g3 + g3 e1(p1)+g1(p1)+e1(p1)+

g2(p2) + g4(p5) + e2(p3)

g4

e1(p2) + g1(p5) +

e1(p1) + g2(p5) + e1(p2)

0 e1(p2) + g1(p3)
2 +

e1(p2) + g2(p3) + e1(p2)

g2 e1(p1)+g1(p1)+e1(p1)+

g2(p3) + g4(p1) + e2(p4)

g4 +

g3 + g3
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Fig. 4. Codifying gliders in φR126m:τ to controlling collisions. Some examples are illus-
trated in this figure where we can see annihilations, self-organization, glider production,
and glider guns.

5 Conclusions

Memory is a useful tool to discover complexity in dynamical systems from
composed functions. In this paper, we have extended these results previously
to controller gliders in rule 126 systematically. The next step of our research
will design more complex constructions including computable devices by glider
collisions.
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Abstract. Natural phenomena such as flocking in birds, known as emer-
gence, is proved to be scale-invariant, i.e., flocks of birds exhibit scale-free
correlations which give them the ability to achieve an effective collec-
tive response to external conditions and environment changes to survive
under predator attacks. However, the role of scale-free correlations is
not clearly understood in artificially simulated systems and thus more
investigation is justifiable. In this paper, we present an attempt to mimic
the scale-free behavior in swarms of autonomous agents, specifically in
Unmanned Aerial Vehicles (UAVs). We simulate an agent-based model,
with each UAV treated as a dynamical system, performing persistent
surveillance of a search area. The evaluation results show that the corre-
lation in swarms of UAVs can be scale-free. Since this is a part of ongoing
research, open questions and future directions are also discussed.

Keywords: Scale-free correlation · Collective behavior · Emergence
UAVs · Dynamical systems

1 Introduction

Self-organized collective behaviors are observed in a variety of natural and arti-
ficial systems. Collective behavior is a way of showing how a group as a whole
reacts to changes in its environment. Flocking of birds is one such example [7].
For instance, birds protect themselves from a predator attack by making random
movements in a flock which confuses the attacker. This self-organized property
of the system, like flocking, is also known as emergent property. Emergent prop-
erties appear when a number of simple components (agents) in a system operate
and interact in an environment, forming more complex dynamic behaviors as
collective [1]. These emerge from integration between the components of the
system via their local interactions.

Cavagna et al. in their paper [2] suggests that collective response can be
achieved by scale-free correlations. The authors calculated the behavioral (veloc-
ity and heading) correlations in a group of starling flocks and proved that this
correlation is scale-free, i.e., the range of spatial correlation does not have a con-
stant value but it scales linearly with the size of the flock. This result is important
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 91–97, 2018.
https://doi.org/10.1007/978-3-319-96661-8_9
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as this provides a group of birds to effectively respond to any perturbation in the
environment. Scale-free correlation gives a long and effective perception range
to individual agent which is much larger than the direct inter-individual (agent-
agent) interaction range [4]. This means that any small change in one agent
causes change in the whole group. Cavagna et al. studied the correlated domains
in real starling flocks. But, the role of scale-free correlation is still unclear in
artificial systems [5]. One such attempt is performed by Viscek et al. [10] with
a very simple model of particles moving with a constant absolute velocity. The
authors investigated the emergence of flocking as the self-organized behavior in
systems of particles with a single interaction rule. The paper does not calcu-
lates scale-free correlation but showed that the average absolute velocity of the
group scales with some factor of perturbation in the system. In this paper, we
extend the flocking model to swarms of Unmanned Aerial Vehicles (UAVs) by
adding multiple rules and proves that such flocks of UAVs also follows scale-free
correlation as the real starling flocks in [2].

With the advent in technology, smaller UAVs are replacing the bigger ones
as swarms of collaborating autonomous UAVs, performing a specific mission,
can solve problems better than collections of UAVs that are controlled centrally.
However, studies have also shown that swarms of UAVs can exhibit unpredictable
emergent behaviors due to interactions or external environmental influence. To
design a mechanism to learn or control such behaviors, much can be learned
from nature as natural systems, such as starling flocks are capable of achieving
an effective collective behavior. The scale-free correlations give robustness and
adaptivity to the system. But, there is still a gap between the capabilities of these
robotic UAV swarms and those of natural swarms, especially when it concerns
performing collectively intelligent tasks. In this paper, we describe simulations
of emergent behaviors in swarms of UAVs for a specific mission of persistent
surveillance of a search area in two-dimensional environment and study whether
such swarms exhibit scale-free correlations as in nature. Our aim is to lever-
age the scale-free correlation in swarms of UAVs to avoid undesirable emergent
behaviors. This paper presents just part of the work we are doing to study emer-
gent behaviors in swarms of UAVs. Section 2 discusses the agent-based model
for UAVs followed by results and analysis of scale-free correlation in Sect. 3. We
discuss the results and future work at the end of this paper in Sect. 4.

2 Agent-Based Model for UAVs

In our simulations, each UAV, U , operates in a two dimensional environment,
E ⊂ X × Y , where X = Y = N are natural numbers that enumerate the cells
(coordinate locations) of the environment. We consider a plume, P ⊆ E, as the
targeted search area to which U provides persistent surveillance by measuring
the environment at each time instant t ∈ T = N. Each measurement covers a sub-
set of the environment S(t) ⊂ E, termed as sensor footprint. Assuming mission
starts at ts ∈ T , initial time, and ends at tf ∈ T , the final time, a measurement
is a sequence S(ts), S(ts + 1), . . . , S(tf ). Such sequences of measurements are
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considered as paths that each UAV (sensor) travels. The path is controlled by
selecting acceleration, a, at each time from an interval, [amin, amax], which we
refer to as the control input for the UAV. The behavioral state for each UAV, Ui,
is given by its location and velocity vector, i.e., [xi,vi]. The quality of the surveil-
lance provided by UAVs is measured by a metric called information age, Iage, of
the plume (see [8] for more details). For every time instant, Iage is updated by
following the equation: Iage(P, t) =

∑
i,j Aij(t), (i, j) ∈ P , where Aij is an age

value at (i, j) cell. The goal of each UAV is to provide persistent surveillance of
the plume by minimizing the information age metric. The optimization problem
for this scenario is formalized in [8].

To simulate flocking like behaviors in the swarms of UAVs, we implemented
three behavioral rules of Reynold’s Boids [7], i.e., Cohesion (each UAV moves
in the direction of the centroid of the neighboring UAVs), Separation (maintain
minimum distance with neighboring UAV (neighborhood is defined by sensor
footprint)), and Alignment (heading of each UAV is equal to the average heading
of the neighboring UAVs). These rules are shown graphically in Fig. 1.

Fig. 1. Three behavioral rules for UAVs Interactions. The gray circles represent the
sensor footprints of the UAVs at the center (green plane). All the other UAVs inside
the sensor footprint define the neighborhood of the center UAV (shown as the green
dashed line). The red arrow represents the possible next move for the green UAV based
on the selected behavioral rule.

3 Results

3.1 Simulation of UAVs Flock

For simulations of UAV agents, we used NetLogo [9] as the platform for experi-
mentation as it allows modeling of an agent like entities in a simulation environ-
ment supported by a scripting language, visual animator, and data output mech-
anisms. Figure 2 shows a snapshot of NetLogo simulation environment. Here,
with the specific parameter values (sensor-radius = 10, minimum-separation-
threshold = 1, max-align-turn = 35, max-cohere-turn = 6.0, max-separate-turn
= 10.9, mean-speed = 1.0), UAVs are showing flocking behavior while preserving
the information age metric (Sect. 2). In other words, not only swarms of UAVs
exhibit the emergent flocking behavior due to the inclusion of Boids rules [6],
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Fig. 2. NetLogo simulation environment. The environment, 120 × 120 grid, containing
the circular plume (green cells) of radius 30 units. The yellow agents (in shape of
planes) show individual UAVs flying in the two-dimensional environment forming a
flock. The total number of UAV agents in the current simulation is set to 100 with.
NetLogo allows a run-time change in these parameter values using slider bars shown
on the left.

but also this flock remains inside the plume to minimize the overall information
age in order to solve the optimization problem [8]. In this scenario of persistent
surveillance, this emergent behavior is undesirable as the information age can be
reduced faster with separated movements of UAVs rather than as a single flock.
We are not showing the plot of the information age in this paper, refer to [8]
for detailed analysis. Our aim here is to study correlation in behavioral states of
UAVs in a flock. Next subsection discusses this analysis.

3.2 Analysis of Scale-Free Correlation

Following the approach described in [2], we consider the correlation metric that
measures the fluctuations in the velocities of UAVs in a UAV flock. The fluctu-
ation vector, ui, of an individual UAVi is calculated by subtracting the average
velocity vector from the velocity vector of the UAVi. The velocities are calculated
by averaging over several instance of time in the flocking event.

ui = vi − 1
N

N∑

k=1

vk (1)



Simulation of Scale-Free Correlation in Swarms of UAVs 95

where N is the number of UAVs in a flock. The correlation function [2], Corr(r)
is given as:

Corr(r) =

∑
ij ui · ujδ(r − rij)
∑

ij δ(r − rij)
(2)

where rij is mutual distance between UAVi and UAVj . The delta function is
defined as:

δ(r − rij) =

{
1 r = rij

0 otherwise
(3)

Figure 3 shows that the correlation decays with increasing r and eventually
becomes negative at larger distances. The distance for which this correlation
function is zero is called correlation length (ξ), i.e.,

C(r = ξ) = 0 (4)

Cavagna et al. [2] empirically showed that this correlation length is propor-
tional to flock size, L, (the maximum distance between any two agents in a
flock), i.e.,

ξ(aL) = aξ(L) (5)

Fig. 3. Correlation Function (Corr) versus Mutual Distance (r). The correlation func-
tion showed here determines the fluctuations of UAV’s velocities. We calculated the
average value over multiple instances of time. The plot showed that it decays and
crosses zero and becomes negative. The distance at which correlation is zero is corre-
lation length (ξ), here this value is around 20. The simulation is for N = 100 UAVs.

In other words, the correlation length grows with the flock’s size, L, with
a proportionality constant, a. This relationship suggests that the correlation of
velocity fluctuations becomes a scale-free (power-law) structure. If the correla-
tion size never depends on the flock size, then there is no characteristic scale for
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Fig. 4. Correlation Length (ξ) versus Flock Size (L). Each point represents flock-
ing event in simulations with varying sizes of UAV. The constant of proportionality
obtained is 0.33, which is almost the same as the empirical value.

the correlation size. This is an intuitive explanation for why above equation is
related to the power law. For a real starling flock, [2] found the value of a to be
0.35. Some other papers also try to find this value for simulated flocks. One such
example is [5] where they found this value to be around 0.38.

For UAV simulations, we plotted the correlation length versus varying sizes of
UAV flock. This relationship is shown in Fig. 4. We ran multiple simulations for
N = 30, 50, 100 and 150 UAVs. The plot shows that the correlation length and
the flock size are clearly correlated. After performing the linear regression, we
found the value of the gradient to be around 0.33 for a UAV flock (shown as the
red line in Fig. 4). It is interesting to see that the value of the constant a obtained
experimentally is almost the same as the value found in the empirical work of
Cavagna et al. [2]. The goodness of fit is evaluated using R-square and adjusted
R-square statistics [3] which came out to be 0.9792 and 0.9785, respectively, for
the current fit. In other words, this linear fit explains about 97% of the total
variations in the data about the average. The value of the adjusted R-square
closer to 1 indicates a better fit.

4 Discussion and Future Work

Cavagna et al. [2] state that when correlation length is larger than the interaction
range in self-organized groups, the scale-free correlations causes qualitatively
different collective behaviors, i.e., flocking in starling flocks. We also saw this in
the UAV persistent surveillance scenario. Flocking emerges out as an emergent
behavior which is undesirable for the current scenario as flocking causes poor
surveillance of the plume.

From the short experiment presented in this paper, we found that the corre-
lation of velocities in our artificially simulated scenario of UAVs follows scale-free
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power law as in the real starling flocks. Correlation length at which the corre-
lation value is zero indicates the existence of at least more than one correlated
domains of UAVs, and also points out to the position in the flock where it is
uncorrelated. We proved, experimentally, that this correlation length scales with
flock’s size, i.e., the larger the flock, the larger the correlation length. Learning
about these facts gives us the ability to understand the structure of the UAV
flock, and allows us to exploit this information to control the movement of the
flock. So the question here is: Can this scale-free correlation help us to separate
correlated domains so that we can avoid this type of undesirable behaviors? This
is the question that we wanted to raise in this current work and pursue in next
extensions.

Some of the other high-level questions that we are targeting in our research
of emergent behaviors: What is the role of scale in emergent behaviors in UAV
flocks? Under what conditions UAVs exhibit scale-free correlations? Do such
emergent behaviors are always desirable or can they have an adversarial effect
on the performance of the system? Though we have not answered all the targeted
questions in the current work, but it does open up the possibility of learning from
such scale-free correlated behaviors and apply them to control the undesirable
emergent behaviors in swarms of autonomous agents such as UAVs.
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Abstract. We present an analysis of an additive cellular automaton
(CA) under asynchronous dynamics. The asynchronous scheme employed
is maxmin-ω, a deterministic system, introduced in previous work with a
binary alphabet. Extending this work, we study the impact of a varying
alphabet size, i.e., more than the binary states often employed. Far from
being a simple positive correlation between complexity and alphabet size,
we show that there is an optimal region of ω and alphabet size where
complexity of CA is maximal. Thus, despite employing a fixed additive
CA rule, the complexity of this CA can be controlled by ω and alphabet
size. The flavour of maxmin-ω is, therefore, best captured by a CA with
a large number of states.

1 Introduction

The maxmin-ω system was introduced in [9] as a model of asynchronous dynam-
ics on networks. Each node in this system updates its state upon receiving a pro-
portion ω of inputs from neighbourhood nodes. Cellular automata are reknowned
for their modelling capabilities of a variety of complex systems – be they biolog-
ical, computational or physical. CA consist of a lattice of identical automata, or
“cells”, where each cell takes one of a finite set of states. Classical CA update
their state synchronously according to some local rule (see [13] for example);
asynchrony adds more realism to these models [1,11]. In terms of a CA appli-
cation, the main attraction for employing maxmin-ω is that it is asynchronous
yet deterministic. Moreover, these local interactions of maxmin-ω provide a sim-
pler and intuitive mechanism for asynchrony, mimicking the dynamics of similar
models whose applications include neuronal networks [7] and virus transmission
[12]. Taking these points together, maxmin-ω looks like a new member of the
class of threshold models that have their roots in epidemic spreading [2].

Consider a one-dimensional CA lattice, where the neighbourhood Ni of cell
i of radius r is the set {i − r, . . . , i − 1, i, i + 1, . . . , i + r}, as introduced in [13].
Maxmin-ω views the CA lattice as a network, whose nodes play the role of cells.
Thus, a cell state is updated at the end of a cycle. The processes that constitute
such a cycle are as follows. First, the neighbourhood nodes Ni complete their
kth cycle and then transmit their CA state to node i; the transmission of such
a state from node j to i takes transmission time τij(k). Node i waits for a
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 98–107, 2018.
https://doi.org/10.1007/978-3-319-96661-8_10
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fraction ω of the arriving states before processing its new CA state, which takes
processing time ξi(k + 1). Once this is complete, the node updates its CA state
and simultaneously transmits this state to downstream nodes, where the cycles
are reiterated.

We denote the time of state change of node i by xi(k + 1), whilst the CA
state of node i in the same cycle is denoted si(k +1). Thus, the (k +1)th update
time of node i is given by the following recurrence relation.

xi(k + 1) = x(ω)(k) + ξi(k + 1) (1)

where x(ω)(k) represents the kth time of arrival of the ωth input from the neigh-
bourhood of i, which we define as the last of the fraction ω of inputs arriving at
i; if k is clear from context, we denote this x(ω) for short. If there are n nodes
in the neighbourhood of i, then x(ω) practically represents the time of arrival of
the mth input where m = �ωn�.

For our study, we employ an additive CA rule. We first consider an alphabet of
CA states taking size Z, namely Σ = {0, 1, 2, . . . , Z −1}. We represent the (CA)
state of the system at cycle k ∈ N by the vector s(k) = (s1(k), s2(k), . . . , sN (k)).
Suppose a cell is contained in a neighbourhood of size 2r + 1; then a CA rule
is a function f : {0, 1}2r+1 → {0, 1} given by si(k + 1) = f(N (si(k))), where
N (si(k)) denotes the CA states of Ni in cycle k. Further, consider

Ai(k) = {j ∈ Ni : xj(k) + τij ≤ x(ω)(k)} (2)

which is the set of all nodes whose CA states arrive before or at the same time
as the ωth input at node i. We call Ai(k) the set of affecting nodes of i. Thus,
we focus on the following CA rule

si(k + 1) =
∑

j∈Ai

sj(k) mod Z. (3)

Simply put, the CA state of each cell will be the sum of the fastest arriving
states at that cell.

We exhibited the impact of maxmin-ω on CA with a binary alphabet in [9],
i.e., Σ = {0, 1}. In this paper, we demonstrate the difference in effect for an
extended alphabet, i.e., |Σ| > 2. In particular, we ask the question: what is the
effect of maxmin-ω on the complexity of cellular automata?

2 Cellular Automata with General Alphabet

2.1 Cellular Automaton Pattern Complexity

To classify our cellular automata in space-time, we use the entropy measures of
Marr and Hütt in [6]. The Shannon entropy S relies on the density p(sj) of the
CA state sj ∈ Σ in the time series of the evolving CA states of each cell. Thus,
the Shannon entropy of cell i is defined as

Si = −
|Σ|∑

j=1

p(sj) log2 p(sj). (4)
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The quantity we require is the Shannon entropy of the overall CA space-
time pattern, defined as the average of Si over the N cells in the lattice:
S = (1/N)

∑N
i=1 Si.

The word entropy W depends on the occurrence of blocks of constant states of
length l (l-words) in the time series of a cell, independent of the state comprising
them. Thus, if p(l) is the density of an l-word along the time series of a cell i,
then

Wi = −
T∑

l=1

p(l) log2 p(l) (5)

where T is the length of the time series. The word entropy of the entire CA pat-
tern is then defined as the average of Wi over the N cells: W = (1/N)

∑N
i=1 Wi.

For the additive CA rule (3) that we consider, each state is equally likely
throughout the evolution of the CA [3]. Then we have that p(sj) = 1/Z, giving

Si = −
Z∑

j=1

1
Z

log Z = log Z. (6)

Taking the average of this quantity over N cells gives S = log Z. The Shan-
non entropy is therefore expected to increase logarithmically with the size of
alphabet.

As for the word entropy W , it is reliant on the state in a time series of a cell
being unchanged over some fixed length l of time. Let s

(t)
j denote the state of

cell j at time t ∈ R. Thus, an l-word satisfies the following.

s
(t)
j = s

(t+1)
j = · · · = s

(t+l−1)
j (7)

where s
(t−1)
j �= s

(t)
j and s

(t)
j �= s

(t+l)
j . Since all CA states are equally likely,

p
(
s
(t)
j

)
= 1/Z for all t. The probability of the next state being the same is

P
(
s
(t)
j = s

(t+1)
j

)
= 1/Z, whilst the probability of the next state being different

is P
(
s
(t)
j �= s

(t+1)
j

)
= (Z−1)/Z. Then the probability p(l) of observing an l-word

is P
(
s
(t−1)
j �= s

(t)
j = s

(t+1)
j = · · · = s

(t+l−1)
j �= s

(t+l)
j

)
, calculated as

Z − 1
Z

× 1
Z

× · · · × 1
Z︸ ︷︷ ︸

l times

×Z − 1
Z

=
(Z − 1)2

Zl+2
. (8)

The inset of Fig. 1 plots p(l) as a function of Z and l; 1-words in particular are
expected to be most frequent. Substituting p(l) into (5) gives Wi; taking the
average over all cells gives W = Wi here. Figure 1 plots W as a function of |Σ|.
The word entropy is, thus, expected to decrease as the alphabet size increases.
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Fig. 1. Word entropy (5) as a function of alphabet size Z, for Z ≤ 10. Inset, left:
p(l) against word length l for alphabet sizes 2 to 5. Inset, right: p(l) as a function of
alphabet size for l = 1, . . . , 8, where a small l gives a higher curve

3 Cellular Automata as a Function of ω

We now look at the impact of ω on the complexity of additive CA space-time
output. We first introduce the concept of a reduced network.

Definition 1. In cycle k, the reduced network is the set of affecting nodes Ai(k)
of all nodes, together with the edges that connect affecting nodes j ∈ Ai(k) to
their affected node i.

For each counter k, we can draw up a reduced network. In [8], we show
that this sequence of reduced networks asymptotically settles onto a fixed set
of reduced networks. Formally, let us denote by Gr(k) the reduced network in
cycle k. Then we obtain the sequence Gr(0),Gr(1),Gr(2), . . . of reduced net-
works such that, for some k ≥ 0, there exists g ∈ N such that Gr(k +g) = Gr(k).
The set O = {Gr(k),Gr(k + 1), · · · ,Gr(k + g)} is called a periodic orbit of
reduced networks. This set is dependent on the initial set of update times
x(0) = (x1(0), x2(0), . . . , xN (0)) of the maxmin-ω system [8]. Figure 2 shows
an example of such a sequence of reduced networks that enter a periodic orbit
of size two; here the original network is a size 3 fully connected regular network
(with neighbourhood size 3), whilst the system takes ω = 2/3.

Pertinently, this means that, as k → ∞, the maxmin-ω system can be
replaced by a reduced system (with an underlying reduced network) with ω = 1.
This is intuitive - since only the affecting nodes affect the future state of a node
i, it is equivalent to node i accepting all (such that ω = 1) inputs from Ai(k).

It follows that |Ai(k)| ≈ m, where m = �ωn�. This implies that the neigh-
bourhood size of each node in Gr(k) should be approximately m. In fact, due to
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Fig. 2. Sequence of reduced networks of a maxmin-2/3 system where N = 3. Larger
arrows indicate the transitions between successive iterations of the maxmin-2/3 system

the simultaneous arrival of some affecting nodes, |Ai(k)| ≥ m [8]. Nevertheless,
it is instructive to assume the average neighbourhood size of each node in a
reduced network to be m (for example, see Fig. 2).

For further illustration, it is sufficient to take g = 1. Asymptotically then,
we need only consider one underlying network; from here onwards, we shall take
all mentions of “reduced network” to refer to this asymptotic reduced network,
denoted Gr. Thus, when m is small, the neighbourhood size of each node in Gr

is small. This implies that some CA states – namely the fastest arriving ones –
are favoured over other states. Consequently, the cellular automaton state space
is narrower, giving fewer state possibilities and therefore a smaller Shannon
entropy. Assuming that those CA states that appear with non-zero probability
are equiprobable (due to the CA being additive), we can use (6) to say that,
the Shannon entropy increases with the number of states. Thus, we obtain the
following lemma.

Lemma 1. The Shannon entropy of an additive CA pattern resulting from the
maxmin-ω system is likely to increase with ω.

We note that certain probability distributions of cell states actually cor-
respond to a decrease in Shannon entropy with ω, e.g., if p(s1) is extremely
large relative to other p(sj). However, this is contradictory to the property of
additivity, which says that each CA state is approximately equiprobable. Thus,
we assume that such extreme skewed probability distributions are rare so that
Lemma 1 is almost always satisfied.

We move onto the analysis of word entropy as a function of ω. For ω small, the
reduced network will have small neighbourhood size. Using the same arguments
as earlier, the fastest CA states will prevail, giving few state possibilities. This is
equivalent to having a small alphabet such that a range of word lengths are likely
to be observed (see the inset of Fig. 1). For larger ω, the reduced network will
have a larger neighbourhood size such that more CA states are prevalent; the
likelihood of observing l-words is therefore decreasing with ω (again, see Fig. 1,
inset). Thus, we expect word entropy to decrease with ω.
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4 Experimental Results

We now run the maxmin-ω system and implement the additive cellular automa-
ton rule (3). The underlying network is regular, equivalent to the one-dimensional
CA lattice, and we take network size N = 11, where cells N and 1 are connected.
We record the asymptotic values of Shannon and word entropies, along with the
asymptotic quantities that summarise the update times of the maxmin-ω system
itself. For this purpose, we require the following definitions.

Define the function M as the mapping M : RN → R
N whose components

Mi are of the form of Eq. (1). We represent a system of N such equations by
the following.

x(k + 1) = M(x(k)) (9)

for k ≥ 0, where x(k) = (x1(k), x2(k), . . . , xN (k)). Denote by Mp(x) the
action of applying M to a vector x ∈ R

N a total of p times, i.e., Mp(x) =
M(M(· · · (M︸ ︷︷ ︸

p times

(x)) · · · )).

Definition 2. If it exists, the cycletime vector of M is χ(M) and is defined as
limk→∞(Mk(x)/k).

Definition 3. For some k ≥ 0, consider the set of vectors

x(k),x(k + 1),x(k + 2), . . . ∈ R
N

where x(n) = Mn(x(0)) for all n ≥ 0. The set xi(k), xi(k + 1), xi(k + 2), . . .
is called a periodic regime of i ∈ N if there exists μi ∈ R and a finite number
ρi,∈ N such that xi(k + ρi) = μi + xi(k). The period of the regime is ρi and
χi = μi/ρi is the cycletime of i. The smallest k for which the periodic regime
exists is called the transient time.

Under our initial conditions, Ki will be finite (see [4], Theorem 12.7) and
so, maxmin-ω always yields a periodic regime with the following system-wide
quantities.

K = max
i

{Ki}, ρ = LCMi(ρi), χ = (1/N)
N∑

i=1

χi.

From now on, we take ξi(k) and τi(k) to be independent of k, denoted ξi and
τi, respectively. Our experiments can be described by the following steps.

1. Choose ξi, τi ∈ Z both from the uniform distribution (with equal probability)
taking largest value 5.

2. Choose an initial timing vector, x(0) = (0, . . . , 0), and an initial CA state s(0)
uniformly (with equal probability) from the alphabet Σ = {0, . . . , Z − 1}.

3. Iterate the maxmin-ω system 100 times for each ω value from 0.05 to 1, in
steps of 0.05 (so there are 20 maxmin-ω systems to run).

4. For each maxmin-ω system, record the period ρ and cycletime χ, as well as
the Shannon and word entropies.
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5. Repeat above three steps 50 times to obtain, for each maxmin-ω system above,
50 independent periods and cycletimes, and Shannon and word entropies.

6. For each maxmin-ω system, record the mean of the 50 periods, cycletimes,
Shannon and word obtained.

We vary the neighbourhood radius such that neighbourhood sizes explored are
n = 3, 5, 7, 9, and 11. We also vary the alphabet size such that, for each n, the
algorithm is run for alphabet sizes |Σ| = 2, 3, . . . , 10. Figures 3 and 4 summarise
the mean results.

Fig. 3. Mean cycletime, period and transient time as a function of ω for a regular
network of size 11 with neighbourhood size n = 9. Each curve represents each of the
alphabet sizes 2 to 10. These graphs are typical for all other sizes n = 3, 5, 7, 11

Fig. 4. Shannon S and word entropy W for a regular size 11 network with neighbour-
hood sizes n = 9 and 11 (results for n = 3, 5, 7 similar to n = 9). (a) Mean S and
mean W versus ω. Each curve represents each alphabet size Z = 2 to 10. (b) Mean S
and mean W versus Z. Each curve represents each ω ∈ {0.05, 0.1, . . . , 1}. Black: ω = 1,
blue: 0.1 ≤ ω ≤ 0.95, red: ω = 0.05.
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For all neighbourhood sizes except for n = 11, the Shannon entropy is an
increasing value with ω (see Fig. 4(a)), in agreement with our analytical pre-
dictions. The word entropy behaves differently, however; it is increasing for
most alphabet sizes, with a sharp decrease near ω = 1. On the other hand,
Fig. 4(b) agrees with our analytical predictions when alphabet size is approxi-
mately greater than or equal to 8; that is, W is a decreasing function of ω for a
large alphabet size.

The logarithmic trend (6) of S with alphabet size is most apparent - this
is attained when all CA states are equiprobable, and it is maximal, supported
by the black Shannon entropy curve in Fig. 4(b), which is the ω = 1 case. As
expected, the word entropy is decreasing with alphabet size, although the case
ω = 0.05 is increasing (see red line in Fig. 4(b)).

The exception seems to be the case n = 11. Here, S is not increasing with
ω, instead following a bell-like curve, taking maximal value at approximately
ω = 0.5. This Shannon entropy is minimal when ω = 1 (see black/lowest curve
in Fig. 4(b)), in extreme contrast to the logarithmic maximal trend for other
neighbourhood sizes.

We end this section by combining the Shannon and word entropy results into
one (S,W )-plane. Thus, for each n, consider a fixed alphabet size. This gives a
value (mean S,mean W ) for each ω value. To find which of these produces the
‘most complex’ point, we take the following simple distance from the origin, for
ω ∈ (0, 1].

dω =
√

S̄2 + W̄ 2 (10)

Fig. 5. Frequency of ω∗ and Z∗ values that yield the most complex CA patterns.
Left: Frequency of ω∗ values. Right: Frequency of Z∗ values. We present results for
neighbourhood sizes n = 9 and n = 11 as they show the most variation
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where S̄ = mean S and W̄ = mean W . Then, we are interested in ω∗ =
arg maxω dω, i.e., the ω values that maximise dω. Often there exist more than
one such ω. For example, for n = 3, ω∗ = {0.75, 0.8, 0.85, 0.9, 1} for all alphabet
sizes. In such cases, we take the mean of this list of ω∗ values.

Thus, for each alphabet size, we have one ω∗ value. Performing this calcu-
lation for all alphabet sizes up to 10, we produce histograms indicating where
such ω∗ values congregate; these are shown in Fig. 5. A similar calculation finds,
for a fixed ω value, the alphabet size that produces the ‘most complex’ (S,W )
point; we denote this alphabet size Z∗, also depicted in Fig. 5.

5 Discussion

We have demonstrated the effect of maxmin-ω dynamics on an additive cellular
automaton in two orthogonal ways: asynchrony was imposed via maxmin-ω and,
secondly, the alphabet of state possibilities was extended.

We previously noted some correspondence in complexity between timing and
CA pattern when the alphabet was binary [8,9]. Here, we have shown that an
larger alphabet generates additional facets to the story of complexity. Thus, we
claim that the essence of the maxmin-ω system is best captured by a CA with
a larger number of states than two. Whilst complexity does not follow simple
bell-like curves, the (S,W )-plane offers some support to the argument that the
most complex patterns occur when ω ≈ 0.5 (see Fig. 5).

It must be mentioned that the entropic measure of complexity employed in
this paper is just one of various probabilistic measures that are in use. The
measures that immediately seem relevant to our work are the LMC complexity
[5] and the Rényi entropy [10]. An in-depth exploration is saved for a future
study, suffice it to say that calculation of such measures is straightforward.

Let us briefly discuss the LMC complexity C. For our model, we construct two
of these measures: (i) CS = SDS , where DS = ΣZ

j=1 (p(sj) − 1/Z)2 is a measure
of ‘disequilibrium’; (ii) CW = WDW , where DW is a measure of disequilibrium,
given by DW = ΣT

l=1 (p(l) − 1/T )2. The values 1/Z and 1/T respectively denote
the probability of observing a CA state and an l-word if all states and all words
are equiprobable. Since our additive rules imply p(sj) = 1/Z for all j, we have
DS = 0 so that CS = 0. To calculate CW we substitute (8) in DW to obtain a
decreasing CW with alphabet size. Thus, both CS and CW tend to behave like
ideal gases, where a variety of CA patterns are observed.

The LMC complexity as a function of ω is more interesting. We predict that,
for small ω, since only a few cell states prevail (the fastest ones), then the overall
behaviour is akin to a crystal - predictably periodic; as ω increases, more CA
states become admissable, giving a wider probability distribution, though each
non-zero probability is equal. Thus, DS is decreasing with ω and, since S is
increasing with ω, we have an intriguing situation to that of Fig. 1 of [5], with
CS maximising for some value of ω between 0 and 1, and disappearing when
ω = 0 and 1. Since p(l) is expected to decrease with ω, we have DW → 0 as ω
increases. Therefore, CW → 0 as ω → 1.
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In all cases, although the additive rule is considered to be in Wolfram classes
I and II [14], this CA is shown to produce a variety of space-time patterns,
depending on ω, and particularly when the alphabet is enlarged; thus, all four
Wolfram classes may be exhibited simply by controlling ω and |Σ|.
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Abstract. This paper offers a systems definition of the phrase evolutionary
development (evo devo, ED), and a few examples of generic evolutionary and
developmental process in autopoetic (self-reproducing) systems. It introduces a
toy conceptual model, the VCRIS evo devo model of natural selection,
exploring autopoetic selection in both evolutionary and developmental terms. It
includes an empirical observation, the 95/5 rule, generalized from observations
in evo-devo biology, to offer a preliminary sketch of the dynamical interaction
of evolutionary and developmental processes in living replicators. Autopoetic
models may be applied to both to living systems and to nonliving adaptive
replicators at many scales, even to the universe as a complex system, if it is a
replicator in the multiverse. Evo devo models offer potentially fundamental
dynamical and informational ways to understand autopoetic systems. If such
models are to become validated in living systems, and generalized to nonliving
autopoetic systems, they will require significant advances in both simulation and
theory in coming years.
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1 Definition and Overview

In both our modern evolutionary synthesis during the 20th century (Huxley 1942), and in
new proposals for an ‘extended evolutionary synthesis’ (Pigliucci 2007) evolutionary
process, while now acknowledged to be multi-causal, is still considered grossly
unpredictable in its long-term complex dynamics, since on Earth at least, collective
environmental diversity and contingency all appear to grow robustly with time. Evo-
lutionary theorist Steven Jay Gould famously captured this view in a thought experi-
ment. He proposed that if we were to view the “tape of life” on another Earthlike planet,
virtually none of life’s species, functions and morphologies would turn out the same as
on our Earth (Gould 1977, 2002). Beginning in the 1990s a few modern evolutionary
scholars, most notably Simon Conway-Morris, began to argue the opposite, proposing
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that many of life’s functions, morphologies, and species types would predictably arise in
a potentially wide range of Earth-like environments (Conway-Morris 1998, 2004,
2015). Scholars of convergent evolution, which includes genetic, phenotype and pop-
ulation models, are a leading academic community proposing that implicit predictability
exists in a subset of evolutionary processes (Müller and Newman 2003; Ogura et al.
2004; Vermeij 2006; Dryden et al. 2008; McGhee 2011; Powell 2012; Flores-Martinez
2014; McLeish 2015; Powell and Mariscal 2015; Losos 2017). In an effort to better
systematize these two opposing perspectives, this paper offers a phrase, evolutionary
development, and a simple conceptual model, the VCRIS model of natural selection,
and argues that each must be evaluated within a framework of autopoetic systems.

Autopoesis is a term introduced by Chilean biologists Maturana and Varela
(1973/1980) to describe the chemistry of living cells. It became popular with a few
systems theorists in the late 20th century to describe the capacity of some complex
systems to self-reproduce and self-maintain. Autopoesis scholars seek to find general
systems rules applicable to any stably self-reproducing complex systems, including not
only living systems, but stars, the chemical origin of life, and ideas, behaviors, algo-
rithms, organizational rulesets, and technologies in culture. Implicit to autopoetic
systems models is the idea that a better information theory, including a theory of
cumulative adaptive intelligence in the replicator, its inheritance system, and its
environment, will be necessary to understand dynamical change in complex systems
(Maturana and Varela 1987; Mingers 1995; Luisi 2003; Bourgine and Stewart 2004).

For any potentially autopoetic system, we can propose a useful descriptive phrase,
“evolutionary development”, “evo devo” or “ED” as a replacement for the more
general term “evolution”, to describe that system in this language of opposing
dynamical perspectives. It is a useful phrase to employ whenever any scholar thinks
that both experimental, creative, contingent, stochastic, and increasingly unpredictable
or “evolutionary” processes, and conservative, convergent, statistically deterministic
(probabilistically predictable) or “developmental” processes, including a replicative life
cycle, may be each contributing to selection and adaptation in any complex system.
Use of this oppositional term also communicates our humility and ignorance when we
are asked whether evolutionary (divergent) or developmental (convergent) process are
presently dominating in any system or environment. We usually don’t know which
processes are most in control of physical or informational dynamics, at first glance.
Careful study, modeling, and data collection are often required to see where any
complex system is presently headed, process by process.

The hyphenated “evo-devo” is commonly used for living systems, most promi-
nently in evo-devo genetics and epigenetics, where this oppositional perspective is
most rigorously being explored today (see Müller and Newman 2003; Schlosser and
Wagner 2004; Carroll 2005; Callebaut and Rasskin-Gutman 2005; Pigliucci and Müller
2010) and the unhyphenated “evo devo” can be used for the theory of any potentially
replicating and adapting complex system (star, prebiotic system, gene, cell, organism,
meme (concept), behavior, technology), whether living or nonliving. Inspired by the
work of evo-devo biologists, evo devo systems theorists look for processes of evolu-
tionary divergence and experiment and developmental convergence and constraint
working simultaneously in any self-reproducing complex systems, at any scale.
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Evo devo systems theory thus redefines the
term “evolution”, within any autopoetic system,
to restrict evolutionary process to stochastic,
information-creative, experimental, diversify-
ing, and nonhierarchical processes of system
change. These processes are the dynamical and
informational opposite of the predictable,
information-conservative, convergent, unify-
ing, and hierarchical processes of “develop-
ment.” Redefinitions are never a popular
choice, but this redefinition is potentially clar-
ifying for autopoetic dynamics, from the per-
spective of information theory. If evolutionary
processes necessarily generate new informa-
tion, and developmental processes conserve
and build upon old information, and we can
determine “new” or “old” only in relation to the
life cycle of the system under analysis, we may
have a useful new perspective on both
dynamics and their intrinsic predictability.

When we apply these definitions to the life cycle of an individual organism, as in
Fig. 1, we can observe evolutionary, information-creative processes in such events as
stochastic gamete production, and in the stochastic cellular microarchitecture in any
specific frog. Simultaneously, we can observe developmental, information-conservative
processes in any replicative dynamics, informatics, and morphology that we empirically
observe in all frogs of a specific species. Both evolutionary and developmental pro-
cesses can thus be empirically differentiated in any living complex system via these
definitions. Both processes are presumably fundamental to adaptation, and the ways
each system encodes representations (models, intelligence) of itself and its environment.

Fig. 1. An evo devo life cycle. Evo-
devo biology offers us many empirically
observable ways in which evolutionary
process creates new information, and
developmental process conserves old
information, with respect to the prior
autopoetic cycle.

Table 1. Polar word pairs with homology to evolution and development as each pair are
commonly modeled in biological systems.

Evolution Development
Unpredictability Predictability

Chance Necessity
Stochastic Destined
Divergent Convergent
Reversible Irreversible
Possibilities Constraints
Uniqueness Sameness
Transformation Conservation
Accidental Self-Organizing

(continued)
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2 Two Polar Categories and Tensions

Table 1 (Smart 2008) introduces sets of two polar (equal and opposite) word pairs that
can be associated with evolutionary and developmental processes in a range of com-
plex systems. As you look them over, think of all the events, processes, and systems
you have previously described with these words. These and similar words, and the
concepts behind them, are often useful starts at categorizing social, economic, and
technological events and processes into one of two camps.

Some systemic processes operate by chance, others by necessity, and some by both.
Some processes are random, others predestined. Some events are indeterminate, others
predetermined. Some processes are segregating, others integrating. Some act bottom-
up, others are top-down. Some systems appear to be branching, others funneling. Some
changes look reversible, others irreversible. Some are generating novelty, others con-
serving sameness. Some are exploring possibilities, others running into constraints.
Some promote variability, others stability. Some degrade hierarchies, others create
hierarchy. In the organization, good foresight and strategy requires a continual balance
between divergent (innovative, experimental) and convergent (predictive, conservative)
thinking. We can see these twin tensions, and their mixture, in all the ways humans use
for knowing the world.

In the twentieth century, we learned that even our scientific laws fall neatly into
these two categories. From our reference frame, we have discovered deterministic
(developmental) types of laws that precisely describe the far future, like the equations
of classical mechanics and relativity. We have also discovered stochastic and statistical
(evolutionary) physical laws, like quantum mechanics, thermodynamics, and nuclear
physics.

We have also learned we can view physical and informational systems as either
deterministic or stochastic, depending on the analytical reference frame we adopt.

Table 1. (continued)

Evolution Development
Unpredictability Predictability

Bottom-Up Top-Down
Local Global
Immature Mature
Individual Collective
Instance Average
Short-Term Long-Term
Creativity (Novelty) Discovery (Universality)
Period-Doubling (Chaos) Period-Halving (Order)
Experimental Optimal
Neoteny Differentiation
Belief (unproven) Knowledge (verified)
Innovation Sustainability
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Deterministic laws are highly conserved and predictable at the individual level (i.e., the
laws of motion for individual objects), yet become unpredictable at the
collective/emergent level (i.e., the N-body problem in physics). Stochastic laws are
random, novel, and creative at the individual level (the quantum state or entropy of any
particular system, the decay of any particular nucleus), and yet are probabilistically
predictable at the collective level. We see a simple example in radioactive half-life, and
more complex examples in non-equilibrium thermodynamics, self-organized criticality,
and phase transition thermodynamics. Such factors as the reference frame of the
observer with respect to the system, the scale at which they are observing the system,
and the duration of observation relative to a (presumed) autopoetic cycle all seem to
influence the ease and extent of predictability in nature.

Many social, economic, and political processes historically alternate between
unpredictable and divergent (evolutionary) and predictable and convergent (develop-
mental) phases (cf. Vermeij 2009). For every social issue, we can find processes
simultaneously generating “evolutionary” variety and “developmental” convergence, in
comparative analyses of different cities, counties, states, countries, or regions. For
example, regarding economic inequality, we find great “evolutionary” variations,
country by country, in the levels and quality of social services available to each citizen,
and in the cycles of increasing or decreasing inequality. Yet we also find a long-term
“developmental” trend of predictably increasing total economic inequality (relative and
absolute rich-poor divides) the greater the flow rates of capital, goods, and information
in any societies we analyze (Bejan and Errera 2017). The two opposing perspectives
and tensions of evolution and development (unpredictability or predictability) appear to
be equally fundamentally useful ways to view the world.

3 The VCRIS Model of Natural Selection in Autopoetic
Systems

If we wish to understand natural selection in autopoetic systems, both living and non-
living, we must better characterize dynamical change, and develop better theories of
information and intelligence. The VCRIS (“vee-kriss”) evo devo conceptual model
(Smart 2017) may be a useful, small step toward these challenges, especially when
contrasted to the classic VIST model (variation, inheritance, selection, time/cumulative
replication, Russell 2006) of dynamics offered by traditional evolutionary theory (Fig. 2).

The VCRIS model proposes that three sets of physical and informational dynamics
must be modeled to understand and predict the outcomes of natural selection in
autopoetic systems. The first two are fundamentally oppositional processes, and the
third arises from their interaction. These are:

1. Variational or “Evolutionary” processes that generate, maintain and manage
diversity, divergence, and experiment. When we observe them from within any
autopoetic system, these processes grow increasingly unpredictable over time.

2. Convergent or “Developmental” processes that attract, constrain, maintain and
guide the system through hierarchical stages of form and function. When we
observe them from within any autopoetic system, these processes grow increasingly
predictable over time.
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3. “Evo Devo” processes that are successfully replicative, allow inheritance, and are
adaptive. These processes are always some blend of the first two fundamental types.
In the VCRIS model, adaptive processes can be further divided into Replication
(Organism) processes, Inheritance (Seed, Genes) processes, and Selection (Envi-
ronment) processes.

In the VCRIS model, physical and informational processes that change unpre-
dictably in successive replication cycles, to generate, maintain, and manage Variety, are
in tension and opposition with physical and informational processes that change pre-
dictably in successive replication cycles, and thus generate, maintain, and manage
Convergence. V and C are the first two terms in the VCRIS model, as these two
oppositional processes are proposed as “root perspectives” in any model of physical
and informational change in autopoetic systems, including our universe itself, if it is a
replicating and adaptive system, as various theorists have proposed (Smolin 1992,
1997, 2004; Vaas 1998; Vidal 2010; Price 2017). Standard evolutionary theory offers
no model of this fundamental opposition, at every scale at which replication occurs,
including gene, epigene, organism, group, niche, environment, and universe.

In toy cellular automata models of the universe, like Conway’s Game of Life
(Poundstone 1985), the spatiotemporally repetitive structures and dynamics that we see
in each successive game (replication cycle), can be defined as predictable, convergent
and developmental. Such reliably emergent structures and dynamics are robust to

Fig. 2. The VCRIS toy model of natural selection in autopoetic systems. Variation (evolution-
ary process) and Convergence (development), operating under Replication and Inheritance, can
be viewed as fundamental physical and informational dynamics that mediate Selection in self-
reproducing systems.
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variation in most of the game’s initial conditions (occupied configurations within the
initiating matrix), yet they are also finely sensitive (finely tuned) to be critically
dependent on a few of those conditions, such as the rules of the automata. The mor-
phology and dynamics of other emergent structures in this game are essentially
unpredictable, divergent, and can be thought of as sources of evolutionary variety
within the game. See Poundstone for an account of Conway’s game from a universal
perspective.

In more complex models, like the replication and adaptation of individual living
organisms, the features of two genetically identical twins that look the same are (in
theory) predictable, convergent, and developmental. The morphological, dynamical
and functional features that are stochastically different, which include their fingerprints,
brain wiring, organ microarchitecture, and many (not all) of their ideas and behaviors,
are unpredictable, variety-generating (within bounds), and “evolutionary,” in our
potentially more precise and useful autopoetic use of this term.

Perhaps the next most fundamental concepts we must employ to understand
selection and change in autopoetic systems are the ideas of complexity and system
themselves, and the conditions under which these systems emerge, develop boundaries,
maintain themselves, encode models of self- and environment, and become adaptive.
Together with Variation and Convergence, Replication, or the cyclic maintenance and
copying of a complex system in space-time, and the Inheritance of parameters that
influence that replication, give us the VCRI terms in the VCRIS model.

In this model, natural selection involves “tree-like” evolutionary processes driven
by Variation (creation of new information) and “funnel-like” developmental processes
driven by Convergence (conservation of old information). These evo devo processes
act simultaneously, and often in opposition to each other, in service to adaptation.
Consider how all Replicating organisms are sometimes driven to variation, and
sometimes to convergence. Inheritance units (seeds, genes) sometimes duplicate (think
of gene duplication) and vary, and sometimes converge (with gene loss). Selection in
the environment sometimes favors diversity, and sometimes favors a particular phe-
notype. In the VCRIS model, evo and devo (variety-creating and convergent) repli-
cation and inheritance under selection are the root source of adapted order.

Along with Selection itself, VCRI processes offer us a complex systems framework
for such emergent properties as persistence and stability under stress, continual and
periodic system renewal, growth, and the possibility for improvement (complexifica-
tion, learning, intelligence) in complex systems over time.

We may also use the evo devo perspective to gain a new perspective on another
long-used term in the complexity literature, self-organization. In autopoetic systems, a
hidden developmental dynamic will make any system appear to be “self-organizing”.
Cut up a virus in a petri dish, and its molecular fragments will “self-organize” back into
virus. They do so because those molecules have adaptively fine-tuned, over many prior
life cycles, to use physically and informationally metastable features of the universal
environment. Self-organization, then, may be at least partially a process of hidden
development, finely tuned, via top-down causality, in previously stable autopoetic
cycles.

The autopoetic framework also requires us to say more about the interaction of
intelligence and the environment. The more intelligent the organism, the more they can
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“niche construct” their local environment to make it more co-adapted (Odling-Smee
et al. 2003). Alternatively, some scholars call this process “stigmergy” (Heylighen
2008, 2016). Niche construction/stigmergy is an underrated informational process that
clearly exerts top-down causality and developmental constraint, in ways we haven’t yet
characterized well in complexity theory.

In living autopoetic systems, historically metastable features of the local environ-
ment are used by genes to reliably guide the evolving and developing organism to its
future destinations. Environments may also replicate, on some higher systems level,
just as organisms and seeds replicate. This happens, for example, when we replicate an
urban architecture or idea-complex (like capitalism or democracy), when stars replicate,
when continents drift apart, or if our universe itself replicates.

If we live in an autopoetic (evo devo) universe, our selective environment can itself
be thought of as at least partly analogous to an “organism,” a system fated to produce a
new seed or seeds in special high-complexity locales. This is a view that is currently
quite rarely discussed in complexity research. In addition, adapted intelligence in any
evo devo system is always opportunistically partitioned between three complex actors,
Seed, Organism, and Environment (SOE partitioning). Intelligence is never resident in
only one of these actors. It always seems to straddle all three (Smart 2008).

In my view, modern evolutionary biology offers a systems view of life and
selection that is dangerously incomplete. It has long neglected the physical and
informational roles of development, and the (admittedly speculative) idea that our
universe (environment) itself may be developing. Fortunately, evo-devo biology is
helping to rehabilitate development as a process in living systems. We must also better
characterize development at societal, global, and universal scales. I am hopeful for the
value of this view in improving our models of human civilization, which seems to have
many still poorly characterized developmental processes, which in turn must broadly
influence selection.

Biologically-Inspired Complexity Science and Philosophy (BICS&P) might be
reasonable general title for this still-emerging field of evo devo systems and complexity
theory. BICS&P is the self-description of our Evo Devo Universe academic discussion
community. (EvoDevoUniverse.com), where the author and a small community of
interdisciplinary scholars in cosmology, physics, astrobiology, chemistry, biology,
social science, computer science, the complexity sciences, philosophy, and other dis-
ciplines have explored various versions of these ideas since 2008.

4 Evolutionary Development in Organisms: The 95/5 Rule

Since the mid-1990s, the interdisciplinary subfield of evolutionary developmental, or
“evo-devo” biology has emerged to explore the relationship between evolutionary and
developmental processes at the scale levels of single-celled and multicellular organisms
(Steele 1981; Jablonka and Lamb 1995; Raff 1996; Arthur 2000; Wilkins 2001; Hall
2003; Müller and Newman 2003; Verhulst 2003; West-Eberhard 2003; Schlosser and
Wagner 2004; Carroll 2005; Callebaut and Rasskin-Gutman 2005).

For many authors in this subfield, the fundamental role of evolutionary processes
can be hypothesized as cumulative mechanisms that generate experimental (“good bet”)
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types of diversity, to improve the odds of survival under environmental selection.
Evolutionary systems use stochastic processes in an increasingly information-driven and
intelligent way as organic complexity grows, but evolutionary innovation itself is lar-
gely unpredictable (Shapiro 2011; Noble 2017). Living systems continually sense their
internal states and environment, and they react to catastrophe and stress with bursts of
such poorly-predictable, information-driven innovation, a pattern some evolutionary
biologists call punctuated equilibrium (Eldredge and Gould 1972).

The fundamental role of developmental processes in evo-devo biology can be
hypothesized as cumulative mechanisms that conserve and execute a small subset of
(in-principle) predictable processes that have worked in the past to guarantee replica-
tion, under a range of chaotic internal and external environmental conditions. Devel-
opmental systems encode future-predictive probabilistic models of themselves and their
environment, models which we assume follow the rules of Bayesian probability in
nervous systems and presumably even in single celled organisms. Developmental
prediction (a convergent form of “intelligence”) is generated from special initial con-
ditions (developmental genes), tuned via informational constancies that exist in genes,
developing organisms, and the environment.

The theory of facilitated variation (Gerhart and Kirschner 2005; 2007), in which the
genetic processes in living systems are assumed to sort into two groups, a conserved
core, which regulate critical elements of development and physiology, and a set of
changing genetic elements, whose variation is “facilitated” by the conserved core,
presumably in ways that reduce the lethality of experimental change and increase the
utility of genetic “experiments” that are retained by populations, is a model consistent
with this view. In evo devo language, the conserved core are conserved developmental
genetic, allelic, and epigenetic processes, and evolutionary genetic processes are those
that facilitate genetic, allelic, and epigenetic variation within and across generations.
Such processes presumably act in tension with and opposition to each other in very
fundamental informational and dynamical ways.

In this model, natural selection can be argued to be a composite of two more
fundamental kinds of selection. Evolutionary selection biases the system toward
potentially useful, intelligence-guided innovation and disorder when needed, and
developmental selection biases the system toward convergences and order that have
historically allowed complexity conservation and replication. In this view, we must see
both of these selective and often opposing processes, apparently at work at many scales
in every system that replicates, to truly understand biological change. For example, we
should be able to identify both structure- or function-divergent and structure- or
function-convergent gene flow operating between species in the terrestrial biosphere,
via such processes as genetic drift and horizontal (or lateral) gene transfer. Such
transfer is well documented in Prokarya, and is greatly facilitated by viruses in Eukarya
(Zimmer 2015).

One of the clarifying features of developmental selection is that it is always criti-
cally dependent on a small subset of control parameters (in biology, genes and other
regulatory molecules). While about half of metazoan genes are expressed in such
processes as organ development, less than 20% of these (thus less than 10% of all
genes) are substantially regulated during expression (Yi 2010). A further subset of our
genome, roughly 5% of DNA in human, mouse, and rat, is highly conserved across
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these and other metazoan species. This 5% of our genome typically cannot be changed
without stopping, or causing major deleterious effects to, processes of development.
The majority of this highly conserved DNA, 3.5% of our genome, is noncoding, yet
presumably also constrains functional expression (Wagman and Stephens 2004).
A subset of this conserved DNA is sometimes called the developmental genetic toolkit
(DGT), or less accurately, the evo-devo gene toolkit. These genes include the Hox
genes which determine animal body plans, and they often involve initial symmetry
breaking choices in spatial, dynamical, and informational form and function that
commit the organism to a particular developmental path. Thus a subset of all metazoan
genomes have become very finely tuned, over many past replications, for the pro-
duction of complex, path dependent modularity, hierarchy and life cycle. Presumably,
the other 95% of these genomes can change and generate diversity without such
immediately deleterious effects.

Thus all genomes can be categorized into two groups, of conserved and non-
conserved genes, and we can propose that all highly conserved genes which are also
highly tuned (highly sensitive to change, with deleterious effect in any autopoetic
cycle) are the core constraints on development itself as a dynamical process. I call this
observation the 95/5 rule, and have found early evidence for it in replicative systems at
a wide variety of scales (Smart 2008). The rule proposes that a small subset of
developmental parameters are top-down causal, involving one-way information flow
(in this case, developmental genes to organism). They can no longer be easily changed,
they can only be added to, as organisms get more complex. The remainder of the
genome can be considered evolutionary, whether it controls evolutionary or develop-
mental process, as all of those genes can be altered by two-way information flow with
the environment, with feedback. Per the 95/5 rule, a small, and highly-tuned set of top-
down causal parameters (constraints) may always be required to exist, in any evo devo
system.

Evo-devo genetics and epigenetics are rapidly improving fields, and they may lead
us to other potentially general rules for autopoetic systems. I am hopeful that a modern,
evo devo approach to autopoetic systems may help us better understand, within such
systems, a number of presently poorly defined concepts as top-down and bottom-up
causality, adaptation, intelligence, self-organization, and convergent evolution.
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Abstract. As expectations are driven by information, its selection is central in
explaining common knowledge building and unraveling in financial markets.
This paper addresses this information selection problem by proposing imitation
as a key mechanism to explain opinion dynamics. Behavioral and cognitive
approaches are combined to design mimetic rational agents able to infer and
imitate each other’s choices and strategies in opinion making process. Model
simulations tend to reproduce stylized facts of financial markets such as opinion
swings, innovation diffusion, social differentiation and existence of positive
feedback loops. The influence of imitation reliability and information precision
on opinion dynamics is discussed. The results shed light on two competing
aspects of imitation behavior: building collective consensus and favoring
innovation diffusion. The role of contrarian and individualistic attitudes in
triggering large-scale changes is highlighted. From the results, some policy
recommendations to reach better financial markets stability through opinion
dynamics management are finally presented.

Keywords: Agent-based computational economics � Metamimetic chains
Mimetic rationality

1 Introduction

Motivation and Literature Review. Any dynamic economic system can be consid-
ered as an expectations feedback system, and any theory of expectation formation is a
fundamental part of any economic model, notes [31]. The mechanisms behind beliefs
formation in the context of financial markets has inspired novel approaches of
heterogeneous agent models in finance using adaptive beliefs systems [7, 8, 17, 27].
More recently, Dosi et al. analyze heuristic rationality through the interconnexions
between expectations and behaviors in evolving economies composed of heteroge-
neous agents [15]. These models reviewed by [19, 20] have achieved significant
progress in reproducing real financial markets stylized facts, giving birth to endogenous
bubbles and crashes corresponding to beliefs changes, and accounting for behavioral
heterogeneity. The role of herding has been a constant focus as summarized by [1].
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Some early herding mechanisms were introduced by [22, 29] to explain contagion and
crowd effects in financial markets. Herding has recently been studied in the context of
amplification and duration of financial crises [4] and increasing aggregate fluctuations
in financial markets [12]. Herding seems adequate to explain evolutionary features of
complex systems such as financial markets, but other behavior rules as payoff maxi-
mization and minority preference have been of great interest [3, 6, 9]. Indeed, due to
time constraints and heuristics limitations, evolution relies on herding and more gen-
erally imitation rather than differential fitness as a primary evolutionary mechanism
[16]. [13] provides a simple general definition of imitation mechanism: “A may want to
be like B to a certain extent because from A’s point of view, B is more successful”.
From these elements, we suggest imitation as a behavior mechanism of interest to
investigate financial market dynamics. This approach is closely connected to Orléan’s
who combines rational and imitative behavior under “mimetic rationality”. It develops
models of mimetic contagion of information among investors in stock markets, relying
on processes of opinion formation [29] and opening towards conventionalist rather than
fundamentalist theories of asset pricing in financial markets, and autoreferential
speculation mechanisms, in which the role of networks and neighbors is essential
[18, 28, 31]. As we account for diversity of behavior by including these three decision
rules in the model, our behavioral specification is closely related to the exploration of
social interaction dynamics with heterogeneous agents that endogenously change their
attitude to interact with the choices of others in [5]. This work is also closely related to
the physics models developed by [25, 33]. Their model incorporates the endogenization
of the sources of information onto the decisions of the agents, focusing on herding.
This approach builds an Ising model combining herding, impact of external news and
private information, where bounded rational agents following imitation mechanisms
dynamically update their rules. Likewise, others include in their Ising model the
possibility of local strategy changes driven by local information brought by nearest
neighbors [21].

Purpose of the Research. We present a stochastic evolutionary game in which traders
form expectations of the price where anticipations are driven by an information source
choice, innovating by giving to our agents behavior heterogeneity and metamimetic
cognition framework. A metamimetic chain [10] is defined as a chain of imitation
metarules, which select some traits (strategies, characteristics) to be copied from the
best agent according to a given criterion. The number of metarules involved is given by
the cognitive bound. This mechanism satisfies three conditions: bounded rationality
(metamimetic chains are finite according to a cognitive bound for each agent),
metacognition (imitation rules become modifiable traits), and reflexivity (imitation
rules can update reflexively changing the length of the metamimetic chain, or by
updating themselves as the cognitive bound is reached). The high micro-level
heterogeneity and locality of the interactions involved in the imitation mechanisms
justify the use of agent-based modelling to study the dynamics of this metamimetic
imitation system [2, 14, 26]. We address in this paper the problem of information
selection between two constant information signals. Heterogeneous imitation processes
with respect to neighborhood are implemented. The impact of expectations process
performance over decision rules updates is analyzed. This paper is structured as
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follows. Section 2 presents the model formulation and main specifications. Section 3
presents our simulations results and discuss their interpretation and relation with pre-
vious research. Policy recommendations inspired from these results are also presented.
Section 4 concludes.

2 Model Formulation

2.1 General Specifications

N traders are created and dispatched across a squared grid trading room. Time is
divided into periods noted t, from 1 to T. At each period t, traders gather information
through two different exclusive signal sources and observation of their close neighbors
which is defined as a normalized radius around them. Traders then form daily
expectations on the value of an asset relying on this information until period T that
marks the end of the simulation.

2.2 Simulation Features

Traders Cognitive Abilities. The metamimetic chain [10] of each trader, i.e. its
behavior rule set, is defined as s1; s2; . . .; skf g where sk is the highest-order metarule.
For any integer q, sq takes one of the following entries we defined earlier: conformist,
anticonformist and maximizer. The conformist (anticonformist) adopts the inferred
most (least) used decision rule/information signal in his neighborhood defined as a
radius. The maximizer trader adopts the inferred (i.e. what its infers to be) the decision
rule/information signal used by the inferred most successful trader in sight. Inferring
and perception mistakes are essential, as some noise is introduced from perception to
action, throughout traders cognitive processes.

Information Signals. Two information signals u (blue) and x (red) are defined. We
denote ut and xt the values of the respective signal at date t; uit and xit the values of the
public and private signals received by agent i at period t. Both signals are composed of
a constant mean, and an idiosyncratic noise term noted e. The blue and red noises are
assumed to be independently and identically distributed among agents across time. eut
is has mean 0 and variance r2u, exit has mean 0 and variance r2x . Thus, at each period t
and for each agent i, these signals take the following form:

uit ¼ xþ euit ð1Þ

xit ¼ cþ exit ð2Þ

The initial choice of each agent between public or private information is determined
according to a probabilistic process. The initial repartition of choices is exogenously
set. We define hit is the weigh given by agent i to the private information at date t. For
instance, if h ¼ 0:5, the investor equally weighs the two sources of information, and
will simply take the average of both to determine its expectation. If h ¼ 0, the agent
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only considers the public information and will not rely on the private signal to form
expectations. In our discrete case, h is dummy and only takes the values 0 and 1. This
setting allows each agent to rely exclusively on one of the two information sources.

2.3 Simulation Steps

At each date t, the following actions are executed: the price is determined according to
the average of asset price expectations at the last date; the performance, i.e. the pre-
cision of the expectation with respect to price, of each agent is measured. This per-
formance of neighbors is inferred and may trigger a metarule update from the observing
agent. The information selection problem is solved by relying on the revised metarule.
Eventually, receiving the information signals allow traders to form their expectation of
the next price. So far, this model has assumed perfect vision and adaptiveness of
“mind-readers” agents. More precisely, the agents are expected to correctly infer
metarules, information choices and performance of their neighbors. Adding noise in
actions and rules in the process may add realism to this idealistic hypothesis [10]. Such
perceptive perfection may indeed not be naturally met in real financial markets. It is
reasonable to expect some errors along the process: agents failing to identify a
neighbor’s strategy or information choice or misestimating each other’s performance.

Price Determination. The price determination mechanism of the asset employed here
is simple. It only aims to give investors a reference to estimate the performance of their
information choice. The price at date tþ 1 is set as the average of traders’ last period
anticipations of the price noted Et ptþ 1ð Þ to which we add a noisy idiosyncratic term
eptþ 1 with mean 0 and variance r2ptþ 1

.

ptþ 1 ¼ Et ptþ 1ð Þþ eptþ 1 ð3Þ

Performance Measuring. We define performance of agent i at period t noted pit as the
accuracy of agent i’s expectation formed at period t � 1 with respect to the effective
price pt. Assuming that the performance function is normally distributed with a stan-
dard deviation of 20 around the mean pt, adding a multiplication by 100 to allow a
more visible performance differentiation between investors. Traders are allowed gains
depending on their performance and are replaced by new traders if they run out of
money, once a fixed cost (for being in the market) is introduced.

pit ¼ 100
1

20
ffiffiffiffiffiffi
2p

p e�
1
2

Ei;t�1 ptð Þ�pt
20

� �

ð4Þ

The result of the performance evaluation function pit Ei;t�1 ptð Þ; pt
� �

is the “true”
performance of agent i. The performance other agents perceive by observing an agent’s
true performance is the inferred performance. This distinction becomes useful if agents
can make mistakes in the observation process. Some noise can be added to neighbors’
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performance inferring by agent i. The process by which agent j’s performance is
inferred by another agent i returns the exact performance value in the mistake-free
situation. pjt being a numeric value, both positive and negative errors can result from a
mistaken perception. It can then be assumed than the result of the process is normally
distributed with mean pjt and variance r2p adding a gaussian term epi with mean 0 and
variance r2p. epi is idiosyncratic, independently and identically distributed among agents
at each date. Noting cpjt the inferred performance at period t of agent j by agent i:

cpjt ¼ pjt þ epi ð5Þ

Metarule Reflexive Update. At each period, traders test the adequacy of metarules
with the state of the market. As we previously defined the set of metarules
s1; s2; . . .; skf gwhere sk is the highest-order metarule, this process can be formalized. As

in our model the cognitive bound of the trader is equal to 1, its set of metarules only
includes skf g. There is no endogenous variation of length of the metamimetic chain but
only reflexive update of the unique decision rule: “rules for imitation can be their own
metarule. The imitation rule reflexively updates by acting on itself as a modifiable trait.”
[10], testing its own adequacy with respect to itself. For instance, a Conformist investor
would ask itself: “Is the Conformist metarule the most adapted from a Conformist point
of view?”. Neighbor’s metarule inferring so far has been assumed to be a perfect
process. Taking noise and mistakes into account, as behavior metarules are not numeric
entries, adding a numeric noise would be irrelevant. Hence, it is more appropriate to
introduce some error possibility observation process. We state that with a given prob-
ability qO, the process returns a random different behavior among the two behaviors left.

Information Source Update. According to the lowest or unique metarule resulting
from the previous step, the agents update their information source choice. The con-
formist agent chooses the more adopted information signal within its neighborhood.
The anticonformist agent picks the least used information canal by its neighborhood.
The maximizer agent relies on the information signal adopted by the more successful
neighbor. As before, some noise is introduced in the inferring of the information source
choice variable of agent j at a date t hjt by agent i. The process without noise always
returns the right value of hjt. With a probability qh, the process returns a mistaken value
of h. As h is dummy, the realization of the mistake will cause the process to return the
wrong value of h. The mistaken process will return 0 if hjt ¼ 1, and 1 when hjt ¼ 0
with a probability qh.

Agents’ Price Expectations. In this final step, agents receive the information signal
from the source they chose in the previous information source update step. They simply
rely on this signal to form their expectation of the value of the price at the next date. We
denote this naïve anticipation Eit ptþ 1ð Þ.

Eit ptþ 1ð Þ ¼ hitxit þ 1� hitð Þuit ð6Þ
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3 Results and Discussion

Stylized Facts Reproduction. Typical
runs of the model implemented on Netl-
ogo [32] give rise to stylized facts.
Agents’ successful forecasts reinforce the
forecasts themselves, and where swings in
opinions were endogenously generated [8,
23, 27, 30]. We observe wave-like inno-
vation diffusion driven by positive feed-
back loops and percolation, endogenous
clustering in groups of agents with similar
opinions (information signals, in Fig. 1)
and behaviors (Conformist in blue, Max-
imizer in red, Anticonformist in green)
from random initial environments
(Fig. 2).

Effects of Imitation Reliability and
Information Precision. Despite the
absence of complete information or tra-
ditional perfect sight and rationality, and
accounting for behavior and cognitive
heterogeneity, the market seems collec-
tively efficient in adopting the least noisy
signal, especially in the noise-free setting
in imitation processes and converging to a
collective adoption of the same informa-
tion signal, that has the lowest idiosyn-
cratic error term. As imitation reliability
decreases by increasing inferring and
imitation (opinion and behavior) mistake
chances, the market struggles in settling to
a counterfactually stable state. The infor-
mation signal noise seems to only have a
marginal impact on traders’ performance

given the high flexibility allowed by the metamimetic updates. However, a higher noise
delta between signals increases the stability of the system (price volatility, information
signals changes), although more strategical changes can be observed. Finally, the
global imprecision parameter (composed of signals noise and price noise) has a very
clear impact on the endogenous behavior distribution emerging from model runs and
on market instability, as Table 1 below shows.

Fig. 1. Opinion clustering

Fig. 2. Behavior clustering
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4 Conclusion

We introduce an agent-based model for beliefs formation in financial markets with
information selection and performance differentiation. Agents with bounded rationality
and limited sight are collectively efficient in choosing the least noisy information signal
only through imitation. Our results shed light on two competing aspects of imitation in
building efficient common knowledge and favoring innovation diffusion. We qualify
the impact of herding behavior by outlining the initial contribution of payoff-based
imitators triggering opinion dynamics. Our Monte Carlo simulations show that through
imitation, investors are quite efficient in adopting the most precise, or at least the least
noisy information signal. This highlights the need for a very precise and unequivocal
“public information”, and specifically applies for public financial regulation authorities.
Future research should investigate the possibilities opened by the application of
Metamimetic Games to these systems, comparing to traditional models, and study more
in detail model results through Monte Carlo simulation and sensitivity analysis.
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Abstract. This paper presents some simulation results on various col-
lective decision methods in the context of Downsian proximity elec-
torates. I show why these results are less than ideal, and contrast these
different voting systems with a new system called Serial Approval Vote
Elections (SAVE), which produces better outcomes that approach the
ideal represented by the median voter theorem. I show how SAVE works
in both normal and unusual electorates, how SAVE can be easily inte-
grated into committee procedures, and how SAVE can be used in larger
elections.
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1 Introduction

The purpose of this paper is to briefly introduce a new collective decision making
system that is designed to find the will of the people. In essence, this paper can
be considered the technical specifications of this system as a sensor, in terms of
how accurate its readings are, and what is needed to get those readings.

2 Representation of the Electorate

To analyze collective decisions in simulation, I needed a way to represent what
the people want. Historically voting method papers have used preference profiles
to represent what the voters want (Dodgson [7], Black [2], Arrow [1], etc.). Table 1
shows an example of a preference profile depicting a situation in which there is
no best answer for the location of a new communial resource. In any pairwise
comparison, one of the alternatives is clearly preferred over the other. Yet in
each case the excluded alternative is strongly preferred over the winner of the
pairwise comparison. This is a classic majority cycle, and such cycles are the
root issue underlying Arrow’s impossibility theorem [1]. The profile tells us this
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Table 1. A basic example of a preference profile showing a majority cycle.

Region Preferences Voters Region Preferences Voters Region Preferences Voters

1 A � B � C 25 3 B � A � C 5 5 C � A � B 25

2 A � C � B 10 4 B � C � A 30 6 C � B � A 5

A

B

C

1

2

3

4

5

6

A
B

A
C

C
B

Fig. 1. One of many possible Downsian proximity electorates showing a distribution
of voter optimums that would generate the preference profile shown in Table 1.

situation is bad, but it provides no clue as to why it is bad. For that we need
more data.

In contrast, Fig. 1 illustrates one possible electorate configuration that gen-
erates the voter preference profile in Table 1. In this figure each gray dot marks
one voter’s ideal location of a new communal resource. Three of these locations
have been proposed as indicated by circles around the locations labeled A, B,
and C. All voters prefer a location closer to their personal ideal over a location
further away. The three lines divide the issue space into six regions, labeled to
match the voter preferences in Table 1. Any rearrangement of the voter ideal
positions that do not cross any lines will generate this same preference profile as
will many other Downsian proximity electorates.

This Downsian electorate figure presents much more data than the prefer-
ence profile table, and also provides more insight into voter behavior. While the
preference profile brings attention to Condorcet winners, losers and cycles, the
Downsian representation highlights the center, the edges, and bands that are
roughly the same distance from the center. This visualization provides intuitive
support for the median voter theorem, credited to both Black [2] and Downs
[8]. The basic concept is an alternative at the center of the ideal positions in a
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Downsian electorate will defeat an alternative distant from that center, simply
because any significant deviation from the center in any direction will only be
favored by a minority and thus will be opposed by a majority.

3 Standard Voting Methods

I chose the following voting methods for comparison because they are either com-
monly used (simple majority, honest and strategic plurality) or being promoted
as solution to the problems of plurality voting (IRV).

Simple Majority (SM): Voters vote for only one of two alternatives, the ballots
are tallied, and the alternative with a majority of the votes is the winner.

Honest Plurality (HP): Voters vote for only one of multiple alternatives, the
ballots are tallied, and the alternative with the most votes is the winner.

Strategic Plurality (SP): Same rules as HP, but voters have an expectation
of the final result and may vote strategically to try to get a better result.

Instant Runoff Voting (IRV): This method is described in Feld [10] and
Cary [5]. Basically, voters submit a ballot indicating a preference order of the
alternatives. The ballots are counted in a series of rounds, and the alternative
with the smallest vote count is eliminated and its ballots redistributed until
one alternative receives a majority.

Best Initial Alternative: This is an artificial proxy method for all other possi-
ble single-round voting methods. It simply selects the initial alternative with
the best centrality score (see Sect. 5.1) as the winner.

All of the above voting procedures are limited to the initial alternatives and
do not specify how alternatives get on the ballot. The next, new voting method
does not share these limitations.

4 Serial Approval Vote Elections

Serial Approval Vote Elections (SAVE) is detailed in Cavin and Pavlov [6], but
for the purposes of this paper, it is sufficient to know that the procedure is
iterative and allows the introduction of new alternatives during the process. In
essence, SAVE starts with multiple initial alternatives, selects one of them to
be the focus, and then iterates to improve the focus. At each iteration voters
indicate which alternatives are better than the focus, whether the focus is good
enough to keep, and have the option to introduce new alternatives. SAVE is done
when more voters want the current focus as the winner than want to change the
focus. The final winner may be a Condorcet winner, part of a majority cycle, or
simply good enough.

Once the final winner has been determined, an optional but strongly sug-
gested final mandate round using approval voting [3] is held that explicitly and
independently measures the support of the winner and all other alternatives.
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5 Test Environment - Electorate Generation

I use synthetic Downsian electorates for my tests. Each basic electorate is deter-
mined by its number of voters, number of issues, and a random seed. A single
voter has two values for each issue: an opinion normally distributed around zero,
and a weight between zero and the number of issues. For each voter the sum of
its issue weights equals the number of issues. I also create what I term lumpy
electorates using two additional parameters: the number of subgroups and the
minimum size of each subgroup. For these electorates, the minimum number of
voters are allocated to each subgroup, then the number of remaining voters is
randomly partitioned using an algorithm from Nijenhuis and Wilf [13]. The sub-
group allocations are filled by first creating one voter for each subgroup using the
normal distribution. This first set of voters are referred to as parents. Then the
remaining voters for each subgroup are created by generating voters normally
and offsetting each voter’s values by the corresponding value from its subgroup
parent. Thus each subgroup is normally distributed, but has a different mean
from the electorate as a whole.

I worked with lumpy distributions because they are more complicated than
normal distributions, and have more structure than uniform distributions. They
also have the added benefit of tending to be less dense in the center. I considered
this to be beneficial because my task was to develop a process to find the center
and I did not want to make it easy.

5.1 Centrality Score

The center of an electorate is not well-defined, or rather there are many well-
defined centers that do not always coincide. I use a special cluster of three
different centers for my metric: the mean position, the median position, and
the position I call the gradient descent or gradient. The mean position is the
standard weighted mean from statistics. The median position is the weighted
median as defined in Gurwitz [11]. More specifically, this is the dimension-by-
dimension median that was proven to be a majority rule equilibrium point under
certain conditions in Humphreys and Laver [12]. The gradient descent position is
numerically determined using a hill climbing algorithm that starts at an arbitrary
position P in the issue space, calculates the vector sum of the inward pointing
unit vectors normal to the indifference curve through P for each member, moves
P a bit in that direction, and iterates until the vector sum is essentially zero.

The mean edge length of the special cluster DS is a type of a diameter, and
that distance is used with the electorate diameter DE of six standard deviations
to create a crude measure of how well-defined the center of the electorate is, using
(DE −DS)/DE expressed as a percentage. The centrality score of an alternative
Ca is similarly defined by the mean radius Ra, or the mean distance d(a, S) from
a to the special cluster positions, corrected for the fact that the special cluster
is a diameter and spans the center: Ra = d(a, S) −DS/2. The centrality score
is then Ca = 1 − Ra/RE expressed as a percentage and where RE = DE/2 or
three standard deviations of the electorate.
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6 Results

My test results are given in the following tables. Where pairs are given in a cell
separated by a slash they are mean/stdev. Unless otherwise stated, the initial
alternatives in any elections are the subgroup parents for lumpy electorates. Any
unusual table headings are explained in the text.

Table 2. Comparison of basic voting methods.

Voting method Vote count Vote % Mean radius Centrality %

Honest plurality 89.0/21.7 17.8/4.3 0.93/0.36 56.4/16.2

Simple majority A 295.9/30.7 59.2/6.1 0.58/0.28 73.1/11.6

Simple majority B 293.0/32.0 58.6/6.4 0.71/0.31 66.5/13.2

Strategic plurality A 276.7/32.9 55.3/6.6 0.58/0.28 72.9/11.9

Strategic plurality B 276.7/32.7 55.3/6.5 0.71/0.30 66.4/13.2

Instant runoff 284.1/30.3 56.8/6.1 0.55/0.23 73.8/10.5

Best initial −/− −/− 0.33/0.15 84.4/6.9

SAVE 318.0/52.2 63.6/10.4 0.09/0.08 95.6/3.4

In Table 2, the A|B markers indicate the method used to determine the two
best alternatives: A is based on subgroup size and B is based on the honest
plurality vote. I attribute the significantly worse centrality of the B rows to the
poor centrality of the honest plurality winners. Using the subgroup parents as
initial alternatives is not intrinsically bad as shown by the best initial centrality
scores, but none of the standard voting methods are very good at selecting the
best one. The SAVE results, however, are clearly and significantly better than
even the best initial and are very close to the center. However, the SAVE results
come at a cost, as we see in the next table.

Table 3. The effects of number of issues on SAVE results.

Issues Rounds Specials % Best initial % SAVE % Gain %

2 17.0/7.3 98.4/0.8 89.8/5.7 97.6/3.0 +7.8/5.9

3 20.9/8.6 97.7/0.9 83.0/6.8 94.8/4.7 +11.8/7.3

4 23.5/8.9 96.9/1.1 76.9/7.2 92.0/5.5 +15.1/8.1

5 25.1/9.6 95.9/1.4 71.5/8.0 88.9/6.7 +17.4/9.0

6 26.1/9.6 95.0/1.6 66.8/8.7 86.1/7.5 +19.2/10.0

all 22.5/9.4 96.8/1.7 77.6/11.0 91.9/7.0 +14.2/9.2

In Table 3 we see how SAVE responds to increasing the number of issues in
the electorate. Basically, as the number of issues increase, the centrality of the
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special cluster decreases indicating the center is less well-defined, and the round
count increases slightly. The best initials column indicates the parents are less
likely to be central as the issues increase, and the SAVE centrality percentage
also shows this decrease. However as the gain percentage shows, the fractional
gain of using SAVE increases with the increased complexity of multiple issues.
The next table looks at the number of voters.

Table 4. The effect of electorate size on SAVE performance.

Voters Rounds Specials % Best initial % SAVE % Gain %

200 15.8/3.8 95.6/0.9 77.1/6.4 88.9/5.4 +11.7/7.7

400 18.9/4.9 96.7/1.2 68.4/10.3 90.4/3.1 +22.0/11.1

800 19.8/7.5 97.6/0.9 71.4/9.6 90.4/2.3 +19.0/10.1

1600 20.8/4.7 97.5/0.9 72.0/5.1 90.2/5.1 +18.2/6.8

3200 22.9/6.1 97.1/2.5 69.1/12.4 92.2/4.8 +23.0/12.0

6400 25.5/15.1 97.7/0.9 72.4/10.7 92.9/2.3 +20.5/10.7

In Table 4 we see how the performance of SAVE varies with the size of the
electorate. SAVE is almost indifferent to changes in electorate size, which is
what I expected from a parallel algorithm and what I would require from a
voting system.

Table 5. Effects of quality of initial alternatives on SAVE performance.

Issues Rounds Specials % Best initial % SAVE % Gain %

2 17.0/7.3 98.4/0.8 89.8/5.7 97.6/3.0 +7.8/5.9

2 rerun 13.2/6.0 98.4/0.8 99.0/1.3 98.6/1.5 −0.4/1.1

3 20.9/8.6 97.7/0.9 83.0/6.8 94.8/4.7 +11.8/7.3

3 rerun 15.3/7.3 97.7/0.9 97.2/2.6 96.7/2.7 −0.5/1.5

4 23.5/8.9 96.9/1.1 76.9/7.2 92.0/5.5 +15.1/8.1

4 rerun 16.7/8.3 96.9/1.1 95.0/3.4 94.5/3.6 −0.5/1.8

5 25.1/9.6 95.9/1.4 71.5/8.0 88.9/6.7 +17.4/9.0

5 rerun 17.8/9.2 95.9/1.4 92.6/4.4 92.1/4.4 −0.5/2.3

6 26.1/9.6 95.0/1.6 66.8/8.7 86.1/7.5 +19.2/10.0

6 rerun 18.5/9.9 95.0/1.6 90.2/4.8 89.8/5.0 −0.4/2.4

all 22.5/9.4 96.8/1.7 77.6/11.0 91.9/7.0 +14.2/9.2

all rerun 16.3/8.4 96.8/1.7 94.8/4.7 94.3/4.8 −0.5/1.9

In Table 5 we see what happens when SAVE is run a second time in an elec-
torate. The rows without “rerun” are taken from Table 3, with the new data
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indicated by the label “rerun”. The only difference between the runs is that in
addition to the subgroup parents as initial alternatives, the competitive alter-
natives from the end of the first run are added as initials in the rerun. In this
experiment the round count drops significantly, the best initials are extremely
good, the SAVE centrality is better, and the gain over the best initials is a slight
loss on average. I attribute this loss mainly to the fact that the best initial alter-
native is really good, and further note the SAVE result is still generally better
than it was the first time and was found in far fewer rounds.

7 Comments

I’ve shown SAVE works well and gets significantly better results than exist-
ing systems, though at the cost of more time and effort. SAVE does well as
trade-offs among multiple issues become more relevant. SAVE shows significant
performance gains after its first use, which suggests it may be easier to track
the center than initially find it. Further, SAVE shows no discernible trends as
the size of the electorate increases, which indicates it scales well and should be
usable over a wide range of sizes.

At the smaller end of the decision making spectrum, the committee proce-
dures described by Black [2], are already iterative, so a switch to SAVE could
be done with very little disruption to procedures. The only major effects would
come from outcomes that better reflect the opinions of the full committee.

On a larger scale, such as the US presidential election, SAVE could replace
the primaries, conventions, and the final election by starting a year or two before
the next term would begin, and having a round once every two to four weeks.
No candidates would ever be eliminated, and the focus would only improve
from wherever it started. I presume both voters and candidates would learn
during the process. Voters would have time to become better informed about
the candidates, and the candidates would get fairly direct feedback on what the
voters collectively want.

One valid question regarding SAVE is whether large groups of people will
embrace a collective decision process that takes so many rounds. As there have
been no field trials of SAVE so far, I have no data to answer this question.
However, I feel optimistic for the following reasons. Social scientists in public
choice have looked at the question of why people vote or what drives voter
turnout, and have two rival accounts of rational voting: instrumental theory
and expressive theory [4,9]. Roughly, the instrumental theory is that voters
choose to participate when their vote matters, and the expressive theory is that
voters choose to vote to support their team. Both these theories would support
turnout in SAVE because expressively motivated voters have many opportunities
to support their issues or teams, and instrumentally motivated voters are making
a difference with their votes because SAVE vote counts (particularly in the later
rounds) tend to be very close so every vote matters. Both theories of voter
turnout assume voters behave rationally, choosing to vote when benefits outweigh
costs and to not vote when costs outweigh benefits. The multiple rounds of voting
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in SAVE provide opportunities to reduce many of the costs of voting, which
should increase turnout regardless of the reasons for participating.

A second valid question regarding scaling is the mechanics of the nomination
process. In a committee with every member in the same room, proposing a
new alternative that combines existing alternatives is reasonably easy. As the
group gets larger, the same procedure can be used but the logistics of informing
the electorate of the new alternatives gets a bit more complicated. A free and
open internet can facilitate this process, but the exact mechanisms need to be
specified. Further, the only examples we currently have for really large elections
are our elections for individuals to hold public offices. Under plurality rules such
elections end up conflating the individuals running for the offices with the policy
goals of those offices. I would prefer we use SAVE to set our policy goals first.
Then once our policy goals are set, we use SAVE again to elect the individuals
to administer those policies.

I think are other potential consequences of using SAVE that may be even
more important over the long run than getting better policies and administrators.
Our current plurality voting rules encourage strategic voting because in that sys-
tem being strategic gets better results than being strictly honest. Under SAVE,
an honest vote is a strategic vote, so there is real motivation to be truthful. The
ease of introducing new alternatives makes it easier to address emergent issues,
which may make it more likely that we could start work to correct problems
while they are still small and easier to resolve. Plurality voting rules structurally
encourage division and antagonism due to their zero-sum nature. Under these
rules different special interests need to form exclusive alliances in order to have
any chance of getting their needs or desires addressed. Given the instability of
the plurality voting system with more than two parties, smaller or less powerful
interest groups are structurally limited in those alliances to one of two opposing
political groups. This is a recipe for conflict. In contrast SAVE operates under a
paradigm of structural cooperation. Instead of two large opposing groups in per-
petual conflict, SAVE automatically coordinates vast numbers of small groups
and individuals to reach a collective balance of the needs and desires of all the
different and varied groups in the electorate. The social possibilities seem almost
beyond limit.

Yet the possibilities of SAVE are just that, possibilities, until we collectively
make them real. We are currently faced with many complex problems. Some
of those problems are of our own making, while others are not. But all of our
problems will be easier to overcome if we can work together to both find and
implement their solutions. SAVE will not solve our problems. But it may be the
tool we need to implement our solutions.
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Abstract. Motivated by the increasing attention given to automated informa-
tion campaigns and their potential to influence information ecosystems online,
we argue that agent-based models of opinion dynamics provide a useful envi-
ronment for understanding and assessing social influence strategies. This
approach allows us to build theory about the efficacy of various influence
strategies, forces us to be precise and rigorous about our assumptions sur-
rounding such strategies, and highlights potential gaps in existing models. We
present a case study illustrating these points in which we adapt a strategy,
namely, amplification, commonly employed by so-called ‘bots’ within social
media. We treat it as a simple agent strategy situated within three models of
opinion dynamics using three different mechanisms of social influence. We
present early findings from this work suggesting that a simple amplification
strategy is only successful in cases where it is assumed that any given agent is
capable of being influenced by almost any other agent, and is likewise unsuc-
cessful in cases that assume agents have more restrictive criteria for who may
influence them. The outcomes of this case study suggest ways in which the
amplification strategy can be made more robust, and thus more relevant for
extrapolating to real-world strategies. We discuss how this methodology might
be applied to more sophisticated strategies and the broader benefits of this
approach as a complement to empirical methods.

Keywords: Social influence � Opinion dynamics
Automated information campaigns � Social bots

1 Introduction

1.1 Bots and Automated Information Campaigns

Concerns about the ability to conduct large-scale opinion manipulation through social
media have existed for several years now, but continue to grow [1–3]. Many of these
concerns highlight the use of automated social media accounts to artificially amplify
some message, the assumption being that more people will adopt the viewpoint
espoused by the message than would hold that opinion otherwise. These automated
accounts are variously referred to as “bots,” “social bots,” and “influence bots,” among
others.

Many studies exist which describe how bots propagate various messages, perhaps in
the form of links to articles, but the effects these bots have on a population’s opinions is
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poorly understood, owing to the difficulty of measuring such an effect. While studies
exist which show that misinformation is able to spread quickly within social media while
also noting the presence of bots attempting to propagate misinformation [4], it is difficult
to say what degree of influence bots have on the social spaces in which they operate. In
the absence of useful empirical work about the effects of such a strategy, we posit that
theoretical knowledge gained from agent-based models is useful, despite the simplifi-
cations involved in moving the focus from a human population to artificial agents.

1.2 Agent-Based Models of Social Influence

While there is tremendous variety among existing models of social influence, they all
generally describe a process by which a population of agents, each possessing some
state, change their states over time as a result of interacting with other agents. Agent
states are typically likened to opinions and attitudes; thus, social influence models are
analogized to the changing of opinions within a population over time. Three broad
classes of social influence models are identified in [5]: assimilative influence,
similarity-biased influence, and repulsive influence.

Assimilative Influence. Agents that behave according to assimilative influence always
reduce their differences in interactions, typically resulting in the entire population
converging at a consensus state.

Similarity-Biased Influence. Similarity-biased influence models add some require-
ment to this process, typically in the form of a distance threshold: if agent i’s state is
within some distance from agent j’s state, then j’s state will update to become closer
(i.e. more similar) to that of agent i; otherwise, agent j’s state remains unchanged. This
type of model is also referred to as the Deffuant model [6], and is also referred to as a
bounded confidence model, following [7]. Depending on the similarity threshold used,
models of this type may result in agents reaching a consensus state just as in assim-
ilative influence, but as the criteria for influence becomes stricter, agents may become
divided into clusters that remain stable over time.

Repulsive Influence. Repulsive influence models go a step further, allowing agents to
become more dissimilar depending on some defined criteria. Repulsive influence
models are capable of generating bipolarization, in which the agents split themselves
into two clusters on the extreme poles of the range of possible states. Of the three
classes, repulsive influence is the only one that can result in agents moving outside their
initial range of states [5]. We assess the same social influence strategies using each of
the three mechanisms and compare the results.

1.3 Opinion Control as Automated Information Campaign

A highly analytical study of how the opinion dynamics produced in similarity-biased
models (or bounded confidence models) is given in [8]. In this study, we carry out
similar work, but extend the behaviors analyzed to also include assimilative influence
and repulsive influence. The case of repulsive influence will prove to be particularly
interesting in that it is capable of generating behavior which may seem counterintuitive.
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We do not contend that there is a clear, one-to-one relationship between conclu-
sions drawn from the models we describe to the actual automated information cam-
paigns and their effects on people, which motivate this study. However, agent-based
models are fully capable of describing any bot observed in the real world. This is true
since a bot is an automated account; thus, its behavior must be describable by a
computer program. The same is true of the artificial agents which populate these
models. The relationship between humans and artificial agents is much less clear. There
is a great deal that can be learned about automated information campaigns from agent-
based models, though it requires care in interpreting results. Many excellent studies
exist which explore the ways in which agent-based models are useful despite their
potentially complicated relationship to the “real-world,” and we suggest interested
readers consult [9, 10].

2 Model

2.1 Neutral Population

Each of the experiments we describe in this paper are simulated in exactly the same
way, except for the particular social influence mechanism used. We use the discrete set
of possible agent states, {−1, −0.99, …, 0.99, 1}. In each model run, there is a neutral
population of 100 agents. These agents are neutral in that they are not engaging in any
opinion manipulation strategy—they simply share their own opinions with complete
transparency and update their opinions according to the particular social influence
mechanism being used. Each agent is initialized with an opinion that is uniformly
distributed across the opinion range. Each run consists of 5,000 time steps. At each
time step, two random orderings of agents are generated. One specifies the order of
agents to play the role of sender, the other specifies the order of agents to be receivers
(with the constraint that the same agent cannot be in the same spot in line in both lists).
In the random order just specified, each sender and receiver are paired to interact.

In the case of assimilative influence, the receiver’s opinion is updated to be the next
possible state closer to the sender (i.e. the new opinion will either be 0.01 more or less
than the current opinion, depending on which brings the receiver closer to the sender).
In the case of similarity-biased influence, if the distance between the sender’s opinion
and the receiver’s opinion is greater than the threshold parameter, e, then the receiver
does not update its opinion. If the distance between their opinions is less than e, the
receiver updates its opinion to be closer to the sender. However, if the distance is equal
to e, either option—update to be closer or stay the same—is randomly chosen with
equal probability. The case of repulsive influence is identical to that of similarity-biased
influence, except that the receiver’s state will be updated to the next possible state
further away from the sender, if either the distance between the sender and receiver’s
opinions is greater than e, or if the distance is equal to e in which case the receiver’s
state will become either closer or further away from that of the sender with equal
probability. In all cases, if the receiver’s state is the same as the sender’s state, then the
receiver’s state is not updated.
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2.2 Manipulative Agents and Influence Strategies

In order to assess the efficacy of an influence strategy, such a strategy must be suffi-
ciently well-specified so that it can be implemented as agent behavior. In this paper, we
are particularly interested in assessing amplification strategies, motivated by the
observed behavior of bots being used to amplify certain messages. To do this, we add
some number of manipulative agents to the neutral population. These manipulative
agents are not subject to the same rules as the neutral agents. Instead of both sending
and receiving opinions, they only send opinions; the rationale being that they are bot-
like agents, incapable of having their opinions changed through interactions. Instead,
they only exist to amplify some specified opinion. We assume that neutral agents are
incapable of distinguishing between neutral and manipulative agents.

In simulation runs with manipulative agents present, the same steps take place as
described for the neutral population, except that, after all neutral sender/receiver pairs
have interacted in a time step, each manipulative agent is randomly paired with a
neutral agent that receives the manipulative agent’s opinion. Thus, each neutral agent is
still able to act as a sender with potential influence once each time step, but some
neutral agents will play the role of receiver multiple times: once with a neutral sender
and one or more times with a manipulative sender. There is no constraint that the
neutral agents being manipulated must be unique each time step, so the possibility
exists that they may be randomly chosen multiple times in a single time step.

In each strategy (described below), we define an amplification parameter, a, to
denote the number of manipulative agents as a proportion of the neutral population. For
example, if a is 0.05, then five manipulative agents are used in the simulation run.
Another way to interpret a is as an approximation of the proportion of neutral agents
that will be potentially manipulated within each time step. Thus, an increase in a
strategy’s amplification, a, corresponds to an increase in the proportion of neutral
agents which are manipulated in each time step.

To assess a strategy’s efficacy, we follow [8] in defining a target opinion, though
we limit this target opinion to a single state: 1. This allows us to score a strategy based
on the proportion of neutral agents that possess the target opinion at the end of a
simulation run. Thus, a score of 1 indicates that the entire neutral population held the
target opinion at the end of a simulation run. We assess each strategy within the context
of assimilative influence, similarity-biased influence, and repulsive influence. For the
cases of similarity-biased and repulsive influence, we examine results using two values
of the threshold parameter, e: 0.9 and 0.6. For each unique set of model parameters, we
run 500 simulations, from which average scores are calculated.

Simple Amplification Strategy. To assess a simple amplification strategy, the
manipulative agents simply send the target opinion, 1, in every interaction with neutral
agents.

Shifting Amplification Strategy. For comparison, we also assess a slightly more
complex strategy in which manipulative agents initially send an opinion different from
the target opinion, but shift the signal by some specified interval so that they arrive at
the target opinion—1—within the 5,000 total time steps. We implement this strategy in
three different ways: (1) manipulative agents start at opinion −1 and shift by 0.01 every
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200 time steps; (2) manipulative agents start at opinion −0.4 and shift by 0.01 every
300 time steps; and (3) manipulative agents start at −0.1 and shift by 0.01 every 400
time steps.

3 Results

3.1 Assimilative Influence

The simple amplification strategy is sufficient for consistently moving the entire neutral
population to the target opinion when assimilative influence is used. Without the
presence of a strategy, the population forms a consensus near the average opinion from
the agents’ initial states. When the simple amplification strategy is used, this consensus
still forms, but is then pulled to the target opinion (Fig. 1).

3.2 Similarity-Biased Influence

Under the assumptions of similarity-biased influence, the simple amplification strategy
is successful only for e = 0.9 and with sufficient amplification. However, the three
shifting strategies were able to move to the entire population to the target opinion in
every simulation run (Fig. 2).

When the threshold, e, is decreased to 0.6, the simple strategy never moves the
entire population to the target population, though it can move some proportion of the
population. Two of the three shifting strategies succeed reliably in moving the whole
population to the target opinion. Notably, the third shifting strategy performs slightly
worse on average as a is increased (Fig. 3).

Fig. 1. Comparison of the mean opinion of the neutral population over time under assimilative
influence using the simple amplification strategy with three different amplification values, a.
Results displayed for N = 100 agents with initial opinions uniformly distributed across the
opinion range. Under these conditions, increasing a results in the mean opinion of the population
reaching the target opinion, 1, more rapidly.
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3.3 Repulsive Influence

Under the repulsive influence mechanism, the neutral agent population bipolarizes and
thus some proportion of the population reaches the target opinion even without the
presence of an influence strategy. Here, the simple amplification strategy performs
worse on average than using no strategy at all in moving the neutral population to the

Fig. 2. Mean score comparison of the simple and shifting amplification strategies under the
similarity-biased influence mechanism with e = 0.9. Under these conditions, the simple
amplification strategy is capable of moving the entire neutral population to the target opinion,
but requires sufficient amplification to do so.

Fig. 3. Mean score comparison of the simple and shifting amplification strategies under the
similarity-biased influence mechanism with e = 0.6. Under this more restrictive threshold value,
the average proportion of agents moved to the target opinion by the simple amplification strategy
does not exceed 0.5. Increasing a does not always result in a higher score as seen when a is
increased from 0.15 to 0.30 in the mean scores of the simple amplification strategy and the third
shifting strategy.
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target opinion. Increasing a lowers the mean score of the simple strategy for the two
threshold values we explore (Figs. 4 and 5).

When e = 0.9, only one of the shifting strategies we explore is capable of reliably
moving the entire neutral population to the target opinion, though sufficient amplifi-
cation is required for this to occur (Fig. 4). When e is further decreased to 0.6, neither

Fig. 5. Mean score comparison of the simple and shifting amplification strategies under the
repulsive influence mechanism with e = 0.6. None of the explored strategies succeed in moving
the entire neutral population to the target opinion.

Fig. 4. Mean score comparison for each influence strategy when e = 0.9 under the repulsive
influence mechanism. Of the strategies analyzed, only the third shifting strategy is capable of
reliably moving the entire neutral population to the target opinion, but does so only for a = 0.3.
This strategy also displays a nonlinear effect of increasing a: the mean score lowers when a is
increased from 0.05 to 0.15, but then increases when a is further increased to 0.30.
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the simple nor shifting strategies are able to move the entire neutral population to the
target opinion, though the first and third shifting strategies are capable of moving a
majority of the population to the target opinion (Fig. 5).

4 Discussion

Our findings suggest that it is likely incorrect to assume that automated information
campaigns are capable of causing a majority of individuals to adopt an opinion simply
by artificially amplifying that opinion, except under fairly strict assumptions. It is
crucially important to note that all of the results described above do not have a concrete
relationship with actual automated information campaigns intended to manipulate
actual human populations. However, these theoretical results do indicate a few useful
points. The effectiveness of automated information campaigns, carried out by bots, is
often assumed to follow simply from the repetition of opinions by bots. Yet, even in the
highly simplified models we discuss, this repetition—corresponding to our simple
amplification strategy—is only effective under extremely narrow conditions. As soon
as any sort of criteria is introduced for influence to take place, whether in similarity-
biased influence or in repulsive influence, the simple repetition of an opinion becomes
much less reliable at affecting opinions or even completely ineffectual. Additionally,
the variety of outcomes we see for many circumstances spells trouble for making
accurate predictions about human populations. In other words, if it is difficult to predict
outcomes for extremely simple agents (such as is the case for repulsive influence when
e = 0.6), it must certainly be difficult to do so for humans with all of the added
complexity which would ensue.

This work suggests several next steps for future research. One such step is to
experiment with the addition of counter-strategies, where one strategy might have 1 as
its target opinion, while the other might have −1. Another step is to conduct similar
experiments, but with the addition of network topologies governing which agents are
able to interact with each other and to then assess influence strategies within various
topologies. Additionally, redefining the goals of an influence strategy may be useful.
For example, instead of a strategy having a target opinion, it may have a target dis-
tribution of opinions, such as bipolarization or a uniform diversity of opinions.

In conclusion, we have suggested that agent-based models can make a useful
contribution to the study of automated information campaigns. They do so by forcing
us to acknowledge the logical outcomes of our assumptions, and thus see how well-
founded those assumptions are. Additionally, the ways in which these highly simplified
models violate our common sense are likely to lead to ways in which models of opinion
dynamics can be improved. Perhaps it seems too easy to manipulate the agents under
assimilative influence because there is some key ingredient absent from the model,
such as the perceived credibility of agents. Digging into these violations of our intuition
will likely lead to more robust models of opinion dynamics generally.
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Abstract. With rare exceptions, new ideas necessarily emerge in the
minds of individuals through the recombination of existing ideas, but
the epistemic repertoire for this recombination is supplied largely by
ideas the individual has acquired from external sources, including inter-
action with peers. When agents hear new ideas and integrate them into
their minds, they also implicitly create potential new ideas which can
then become explicit as new ideas through later introspection. In this
research, we use a multi-agent model to study such implicit learning in a
social network and its relationship with the number of unique novel ideas
actually expressed by agents in the network. We focus on the impact of
two crucial factors: (1) The structure of the social network; and (2) The
selectivity of agents in accepting ideas from their peers. We look at both
latent ideas, i.e., those that are still implicit in the minds of individual
agents, and novel expressed ideas, i.e., those that are expressed for the
first time in the network. The results show that both network structure
and the selectivity of influence have significant impact on the outcomes
– especially in a system with misinformation.

1 Introduction

It is widely recognized that new ideas often arise through recombination of parts
of existing ideas. Since this process almost always occurs in the minds of individ-
uals, it is driven by the content and organization of knowledge in these minds,
which, in turn, is acquired from various sources, including peer such interaction
also produces implicit or incidental learning that occurs as a side-effect [7,11].
This implicit knowledge comprising latent ideas is precisely the substrate from
which novel ideas emerge through introspection.

Because this type of learning is very difficult to study experimentally, it is
important to understand it through computational modeling. We have developed
a computational model called the Multi-Agent Network for the Implicit Learn-
ing of Associations (MANILA) to study how implicit learning and the genera-
tion of novel conceptual combinations in a social network are influenced by net-
work structure and the selectivity of agents in absorbing ideas from their peers.
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MANILA is inspired not only by the attributes of social systems, but also of com-
plex systems in general – especially biological evolution. In the model, ideas are
described as combinations of elementary concepts. New ideas arise via recombina-
tion (and possibly mutation) of motifs from known ideas, much as new organisms
arise through the recombination and mutation of genes from existing organisms.
The minds of the agents in this system provide a medium for such recombina-
tion and mutation, with the agents’ communications disseminating the resulting
products as ideas. As in evolution, ideas are reinforced indirectly – in this case, by
conferring higher merit status on their originators and communicators. Of course,
the analogy is not exact, but it is in accord with standard models of innovation
and creativity [2,3,5,8,10,14], and builds on computational models of ideation as
an associative dynamical process developed recently by our research group [6,9].
The research we describe is closely related to the models of norm emergence in
social networks [4,12,15].

2 System Description

The Model proposed in this paper is based on cognitive and generative agents
engaged in the implicit acquisition of associative information through social
interaction. The agents are connected in a social network whose structure can be
controlled within the model. Each agent, i, has an epistemic network (EN), Ei,
whose nodes represent concepts and edges indicate associations between con-
cepts. Thus, The system is a network of networks. A quasi-clique (sufficiently
connected sub-network) of the EN with between 6 and 10 nodes is considered
an idea.

The Oracle: To provide a concrete definition of learning, we assume that there
is a large and fixed ideal epistemic network (IEN) of concepts and associations
known only to an Oracle, which serves as the representation of reality or the
ground truth. The agents’ initial ENs represent partial, noisy samples from the
IEN. Whenever an agent generates an idea, it gets a reward from the Oracle
based on the consistency of the generated idea with the IEN, but without any
detailed feedback on which associations in the idea were correct or false. However,
the cumulative (and time-discounted) reward of an agent represents its fitness
value, and is visible to all agents.

The Social Network: The social network between agents is a symmetric adja-
cency matrix of connectivities cij ∈ {0, 1} from Aj to Ai according to a speci-
fied connectivity structure. Four types of connectivity structures are considered:
(1) Random (Erdös-Renyi) (RA); (2) Modular (MO), where agents are divided
into K equal-sized communities with dense intra-community and sparse inter-
community connectivity; (3) Small-world (SW), based on the small-world model
of Watts and Strogatz [16]; and (4) Scale-free (SF), with a power law node
degree distributed generated via the preferential attachment model by Barabasi
and Albert [1].
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The networks are generated so that the total number of nodes are identical
in the four cases and the total number of edges almost identical. All edges (i, j)
with cij = 1 are assigned with weight values ϕijrepresenting social connection,
drawn independently from a fixed distribution. Since weights are constrained to
be between 0 and 1, it is natural to use a Beta distribution where a, b ≥ 0

Fig. 1. (a) Latent idea: three known ideas lead to the formation of latent idea BCE. (b)
The fitness selectivity function determines the probability of accepting an idea from a
peer based on differential fitness, Δ

Agent Model: The knowledge of an agent Ai is defined by its Epistemic
Network, Ei(t), which is initialized as a partial, noisy sub-network of the Oracle’s
IEN. The noise has two aspects: Nodes and edges present in the IEN but not
in Ei represent the naivete of Ai, i.e., concepts and associations that Ai does
not know; edges absent in the IEN but present in Ei represent misinformation,
or false associations. The knowledge base of any real individual always includes
both true and false associations, and normal agents in MANILA are initialized
with both, thus endowing each agent with some initial misinformation. However,
as a limiting case, it is also interesting to consider wise agents that are initialized
only with naivete but no misinformation (See [13] for details).

After initialization, the system goes through N iterations where each agent Ai

performs the following actions: (1) It generates ideas from its EN and expresses
a subset of its generated ideas based on its expressiveness; (2) It accumulates
reward from the Oracle in response to its expressed ideas, thereby acquiring its
fitness; (3) It receives ideas from agents in its peer group and assimilates them
into its EN based on its general receptivity, ri, and its specific attentiveness, Λij ,
for the source agent, Aj . Thus, Ei changes with time through learning.

The implicit goal of learning, i.e., the way we evaluate system’s performance,
is for each agent to bring its EN closer to the IEN, i.e., learn more of the “truth”.
The agents are not aware of this explicitly, and see themselves as merely commu-
nicating with peers and assimilating some of their ideas. Very importantly, the
agent ENs are initialized such that every concept and edge in the IEN is present
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Fig. 2. Number of latent true ideas per agent with low selectivity (left column) and high
selectivity (right column) in an All Wise population (top row) and Normal population
(bottom row).

in the union of all initial ENs in the population, so that complete learning is
possible at least in principle. Thus, the process of communication and learning
inexorably reduces naivete, but it also spreads misinformation.

Idea Generation and Expression: Every agent periodically searches its EN
for an idea to express via an attention-biased search process, and if an appropri-
ate idea is found, expresses it to its peer group. At a given time, t, this process
involves four steps:

Step 1 - Specification of Attentional Focus: This step identifies the
concepts and associations that agent Ai currently has in mind. This begins with
a small subset, Si(t), of Ei(t) nodes called the seed set. Next, all the nodes
connected to Si(t) in the agent’s EN are identified. The resulting sub-network,
EB

i (t), of active nodes is called attended epistemic network (AEN) of the agent
at time t.

Step 2 - Introspection: Generation of Potential Ideas: This step gen-
erates the set Gi(t) of all possible potential ideas, gi

k(t), within the AEN, defined
as connected subsets of between 6 and 10 nodes in its AEN.

Step 3 - Evaluation of Potential Ideas: Once agent Ai has generated the
set of potential ideas, Gi(t) = {gi

k(t)}, it evaluates the coherence, qi
k(t), of each

idea based on the density of its internal connectivity in its AEN. More densely
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Fig. 3. Number of unique generated ideas with low selectivity (left column) and high
selectivity (right column) in a All Wise population (top row) and Normal population
(bottom row).

connected ideas are considered superior. Coherence values below a threshold φ
are set to 0. The final coherence values are used via a roulette wheel mecha-
nism to choose one idea for expression, so more coherent ideas have a higher
probability of being expressed. Ai then broadcasts the chosen idea to all its
immediate neighbors. If no potential idea meets the coherence threshold φ, the
agent remains silent in that time-step.

Idea Evaluation and Reward Accumulation: Whenever an agent Ai

expresses an idea gi(t), the idea is evaluated by the Oracle as follows:

χ(g) =
etrue − efalse

etotal
(1)

where etotal is the number of edges in g, etrue is the number of edges in g that
are also present in the IEN, and efalse is the number of edges present in the g
but not in the IEN. The reward is then calculated as:

R(χ(gi(t))) =
{

0.5[1 − (χ)1−γ ] if χ ≤ 0
0.5[1 + (χ)1−γ ] if χ > 0 (2)
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where λ is the reward selectivity parameter and χ(g) represents the Oracle’s
quality evaluation function for ideas. The received reward then causes the agent’s
fitness to be updated as:

ξi(t + 1) = (1 − σ)ξi(t) + σR(χ) (3)

where σ ∈ (0, 1) is the fitness adaptation rate parameter and is set to a small
value. Thus, the fitness, ξi of agent Ai is a non-specific cumulative indicator of
the quality of its recently expressed ideas.

Idea Reception and Assimilation: The probability of agent Ai accepting an
idea from agent Aj is: Paccept(i, j) = rifR(Δij), where ri ∈ [0, 1] is the general
receptivity of agent Ai to ideas from others. and fR(Δij) is the fitness selectivity
function, which determines how attentiveness depends on the fitness differential
Δij = ξj(t) − ξi(t). It is shown in Fig. 1(b). If the fitness selectivity parameter
is γ = 0, fR is a linear function of differential fitness. As γ increases towards 1,
fR(Δ) approaches a threshold function at Δ = 0, so the agent always accepts
ideas from agents with higher fitness and never from those with lower fitness
than itself.

Idea Assimilation: Once Ai has accepted an idea, g, from Aj , it must be
assimilated into Ai’s epistemic network. Any new nodes in the idea are simply
added to Ei. Edges present (absent) in both Ei and g remain connected (discon-
nected); edges present in g but not in Ei are added; and those present in Ei but
not in g are deleted with a very small probability (0.01 in simulations). Thus,
the result is to stochastically make Ei more consistent with the received idea g.
Both addition and removal of edges is possible, which is crucial for reducing mis-
information. The current version of MANILA does not provide for the addition
of misinformation.

Known and Latent Ideas: Every quasi-clique of 6 to 10 nodes in an agent’s
EN is a potential idea, but only a subset of these are considered known ideas, i.e.,
those that were used in creating its initial mindset, those it has generated through
introspection, and those it has assimilated from others. The rest are considered
latent ideas. As an agent thinks and learns, more ideas become known to it, but
many more latent ideas are created to replace each one that becomes known.
Figure 1(a) shows how latent ideas emerge inevitably from known ideas through
the creation of novel quasi-cliques. Indeed, Latent ideas are the reservoir from
which agents discover and generate novel ideas.

3 Results and Discussion

The simulations reported in this paper focus on two classes of ideas: (1) The
average number of correct latent ideas per agent at time t (results in Fig. 2);
and (2) The cumulative total number of all unique novel ideas expressed in the
system up to time t (results in Fig. 3). Note that only latent ideas consistent with
the Oracle are considered in (1), but unique expressed ideas may be of varying
quality. The unique ideas represent the creativity of the population. Aside from
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the four types of social networks, two types of populations are considered: (1) All
Wise, where there none of the agents are initially misinformed; and (2) Normal,
where agents initially have a moderate amount of misinformation. In each case,
we consider two cases of agent selectivity: (1) High γ (= 0.9), where agents
learn almost exclusively from those with higher fitness; and (2) Low γ (= 0.1),
where some learning from lower fitness agents is also possible. Each data-point
is averaged over ten independent runs.

To interpret the results of Fig. 2 (implicit learning), consider that agent fitness
values are initialized to the fraction of misinformation in the agents’ initial ENs,
so agents in the All Wise population all begin with a fitness of 1. Also, since
their ideas exclusively comprise correct edges their fitness remains at 1, which
means that Δij = 0 and thus fR(Δij) = 0.5 for all Ai and Aj throughout
regardless of γ. Thus, it is reasonable that γ should make no difference to the
amount of implicit learning in the All Wise case, as is seen in Fig. 2(a) and (b).
Agents in the Normal population, in contrast, begin with a broader distribution
of fitnesses, which widens as agents express ideas of varying quality. Higher γ,
i.e., higher preference for learning from fitter peers, then leads to filtering out
the learning of false associations (on average), making the number of latent ideas
learned higher, as is seen in Fig. 2(c) and (d). Figure 2(c), (d) also indicate that
the SF (scale-free) social architecture is somewhat superior for spreading latent
ideas in a Normal population. This highlights the role of hub agents in these
populations, who can quickly disseminate true (and false) associations to large
numbers of peers and serve as shortcuts between less well-connected peers.

Figure 3 (unique expressed ideas) shows much more diverse results. The high
and low γ cases are still quite similar for the All Wise population (plots (a) and
(b)). Network architecture makes only a small difference, but the SW (small-
world) architecture has increasingly superior performance with time. The results
for the Normal population show a remarkable amount of variation. The most
significant feature of the graphs is the emergence of a “breakout” phenomenon
where creativity picks up suddenly, leading to a higher total of ideas.

At both levels of selectivity, the SF structure clearly leads to the greatest
amplification of creativity, which reflects the fact that this structure also pro-
duces the most implicit learning. However, it should be noted that the rapid
dissemination of misinformation on a SF social network presumably fuels both
good and bad novel ideas, and the latter may be a significant part of the cre-
ative boom. The RA and MO networks take longer to trigger breakouts, which
is reasonable, since information spreads more slowly on these than on the SF
network. The γ value also makes a significant difference, with higher γ leading
to more creativity on average for all but the SW case. However, it is not clear
whether the early breakout of MO in the low γ case and that of RA in the high
γ case is significant. For some reason, the SW network does not show a breakout
of creativity, though one could emerge later. There is also no difference in the
performance of the SW case for low and high γ. It is interesting to note that the
SW network did not lag the RA or MO networks in implicit learning.
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Another interesting observation is that, for some network structures, the All
Wise population is more creative than the Normal population, even though the
former has less latent learning and the ideas expressed by it are constrained to
all be correct.
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Abstract. We propose an approach to compute the conditional
moments of fat-tailed phenomena that, only looking at data, could be
mistakenly considered as having infinite mean. This type of problems
manifests itself when a random variable Y has a heavy-tailed distribu-
tion with an extremely wide yet bounded support.

We introduce the concept of dual distribution, by means of a log-
arithmic transformation that smoothly removes the upper bound. The
tail of the dual distribution can then be studied using extreme value
theory, without making excessive parametric assumptions, and the esti-
mates one obtains can be used to study the original distribution and
compute its moments by reverting the transformation.

The central difference between our approach and a simple truncation
is in the smoothness of the transformation between the original and the
dual distribution, allowing use of extreme value theory.

Keywords: Power laws · Complex networks · Econophysics

1 Introduction

Consider a heavy-tailed random variable Y with finite support [L,H]. W.l.o.g.
set L >> 0 for the lower bound, while for upper one H, assume that its value is
remarkably large, yet finite. It is so large that the probability of observing values
in its vicinity is extremely small, so that in data we tend to find observations
only below a certain M << H < ∞.

Figure 1 gives a graphical representation of the problem. For our random
variable Y with remote upper bound H the real tail is represented by the con-
tinuous line. However, if we only observe values up to M << H, and - willing
or not - we ignore the existence of H, which is unlikely to be seen, we could be
inclined to believe the tail is the dotted one, the apparent one. The two tails
are indeed essentially indistinguishable for most cases, as the divergence is only
evident when we approach H.
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Now assume we want to study the tail of Y and, since it is fat-tailed and
despite H < ∞, we take it to belong to the so-called Fréchet class1. In extreme
value theory [3], a distribution F of a random variable Y is said to be in the
Fréchet class if F̄ (y) = 1 − F (y) = y−αL(y), where L(y) is a slowly varying
function. In other terms, the Fréchet class is the class of all distributions whose
right tail behaves as a power law.

Looking at the data, we could be led to believe that the right tail is the
dotted line in Fig. 1, and our estimation of α shows it be smaller than 1. Given
the properties of power laws, this means that E[Y ] is not finite (as all the other
higher moments). This also implies that the sample mean is essentially useless
for making inference, in addition to any considerations about robustness [6]. But
if H is finite, this cannot be true: all the moments of a random variable with
bounded support are finite.2

A solution to this situation could be to fit a parametric model, which allows
for fat tails and bounded support, such as for example a truncated Pareto [5].
But what happens if Y only shows a Paretian behavior in the upper tail, and
not for the whole distribution? Should we fit a mixture model?

In the next section we propose a simple general solution, which does not rely
on strong parametric assumptions.

2 The Dual Distribution

Instead of altering the tails of the distribution we find it more convenient to
transform the data and rely on distributions with well known properties. In
Fig. 1, the real and the apparent tails are indistinguishable to a great extent.
We can use this fact to our advantage, by transforming Y to remove its upper
bound H, so that the new random variable Z - the dual random variable - has
the same tail as the apparent tail. We can then estimate the shape parameter
α of the tail of Z and come back to Y to compute its moments or, to be more
exact, to compute its excess moments, the conditional moments above a given
threshold, view that we will just extract the information from the tail of Z.

Take Y with support [L,H], and define the function

ϕ(Y ) = L − H log
(

H − Y

H − L

)
. (1)

We can verify that ϕ is “smooth”: ϕ ∈ C∞, ϕ−1(∞)= H, and ϕ−1(L)= ϕ(L)= L.
Then Z = ϕ(Y ) defines a new random variable with lower bound L and an
infinite upper bound. Notice that the transformation induced by ϕ(·) does not
depend on any of the parameters of the distribution of Y .
1 Note that treating Y as belonging to the Fréchet class is a mistake. If a random

variable has a finite upper bound, it cannot belong to the Fréchet class, but rather
to the Weibull class [2].

2 Note that we require that the upper bound H be both finite and known –as with
the world’s population or the capital of a bank. In case H is not known, we fail to
see the difference with an unbounded random variable.
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Fig. 1. Graphical representation of what may happen if one ignores the existence of
the finite upper bound H, since only M is observed.

By construction, z = ϕ(y) ≈ y for very large values of H. This means that
for a very large upper bound, unlikely to be touched, the results we get for the
tail of Y and Z = ϕ(Y ) are essentially the same, until we do not reach H. But
while Y is bounded, Z is not. Therefore we can safely model the unbounded
dual distribution of Z as belonging to the Fréchet class, study its tail, and then
come back to Y and its moments, which under the dual distribution of Z could
not exist.3

The tail of Z can be studied in different ways, see for instance [3,4]. Our
suggestions is to rely on the so-called de Pickands, Balkema and de Haan’s
Theorem [2]. This theorem allows us to focus on the right tail of a distribution,
without caring too much about what happens below a given threshold u. In our
case u ≥ L.

Consider a random variable Z with distribution function G, and call Gu the
conditional df of Z above a given threshold u. We can then define the r.v. W ,
representing the rescaled excesses of Z over the threshold u, so that

Gu(w) = P (Z − u ≤ w|Z > u) =
G(u + w) − G(u)

1 − G(u)
,

3 Note that the use of logarithmic transformation is quite natural in the context of
utility.
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for 0 ≤ w ≤ zG − u, where zG is the right endpoint of G.
Pickands, Balkema and de Haan have showed that for a large class of distri-

bution functions G, and a large u, Gu can be approximated by a Generalized
Pareto distribution, i.e. Gu(w) → GPD(w; ξ, σ), as u → ∞ where

GPD(w; ξ, σ) =

{
1 − (1 + ξ w

σ )−1/ξ if ξ �= 0
1 − e− w

σ if ξ = 0
, w ≥ 0. (2)

The parameter ξ, known as the shape parameter, and corresponding to 1/α,
governs the fatness of the tails, and thus the existence of moments. The moment
of order p of a Generalized Pareto distributed random variable only exists if and
only if ξ < 1/p, or α > p [3]. Both ξ and σ can be estimated using MLE or the
method of moments [2].4

3 Back to Y : The Shadow Mean

With f and g, we indicate the densities of Y and Z.
We know that Z = ϕ(Y ), so that Y = ϕ−1(Z) = (L − H)e

L−Z
H + H.

Now, let’s assume we found u = L∗ ≥ L, such that Gu(w) ≈ GPD(w; ξ, σ).
This implies that the tail of Y , above the same value L∗ that we find for Z, can
be obtained from the tail of Z, i.e. Gu.

First we have ∫ ∞

L∗
g(z) dz =

∫ ϕ−1(∞)

L∗
f(y) dy. (3)

And we know that

g(z; ξ, σ) =
1
σ

(
1 +

ξz

σ

)− 1
ξ −1

, z ∈ [L∗,∞). (4)

Setting α = ξ−1, we get

f(y;α, σ) =
H

(
1 + H(log(H−L)−log(H−y))

ασ

)−α−1

σ(H − y)
, y ∈ [L∗,H], (5)

or, in terms of distribution function,

F (y;α, σ) = 1 −
(

1 +
H(log(H − L) − log(H − y))

ασ

)−α

. (6)

4 There are alternative methods to face finite (or concave) upper bounds, i.e., the
use of tempered power laws (with exponential dampening) [7] or stretched expo-
nentials [8]; while being of the same nature as our exercise, these methods do not
allow for immediate applications of extreme value theory or similar methods for
parametrization.



Shadow Moments 159

Clearly, given that ϕ is a one-to-one transformation, the parameters of f and
g obtained by maximum likelihood methods will be the same—the likelihood
functions of f and g differ by a scaling constant.

We can derive the shadow mean5 of Y , conditionally on Y > L∗, as

E[Y |Y > L∗] =
∫ H

L∗
y f(y;α, σ) dy, (7)

obtaining

E[Y |Z > L∗] = (H − L∗)e
ασ
H

(ασ

H

)α

Γ
(
1 − α,

ασ

H

)
+ L∗. (8)

The conditional mean of Y above L∗ ≥ L can then be estimated by simply
plugging in the estimates α̂ and σ̂, as resulting from the GPD approximation of
the tail of Z. It is worth noticing that if L∗ = L, then E[Y |Y > L∗] = E[Y ], i.e.
the conditional mean of Y above Y is exactly the mean of Y .

Naturally, in a similar way, we can obtain the other moments, even if we may
need numerical methods to compute them.

Our method can be used in general, but it is particularly useful when, from
data, the tail of Y appears so fat that no single moment is finite, as it is often the
case when dealing with operational risk losses, the degree distribution of large
complex networks, or other econophysical phenomena.

For example, assume that for Z we have ξ > 1. Then both E[Z|Z > L∗] and
E[Z] are not finite6. Figure 1 tells us that we might be inclined to assume that
also E[Y ] is infinite - and this is what the data are likely to tell us if we estimate
ξ̂ from the tail7 of Y . But this cannot be true because H < ∞, and even for
ξ > 1 we can compute the expected value E[Y |Z > L∗] using Eq. (8).

Value-at-Risk and Expected Shortfall
Thanks to Eq. (6), we can compute by inversion the quantile function of Y when
Y ≥ L∗, that is

Q(p;α, σ,H,L) = e−γ(p)
(
L∗e

ασ
H + Heγ(p) − He

ασ
H

)
, (9)

where γ(p) = ασ(1−p)−1/α

H and p ∈ [0, 1]. Again, this quantile function is condi-
tional on Y being larger than L∗.

From Eq. (9), we can easily compute the Value-at-Risk (V aR) of Y |Y ≥ L∗

for whatever confidence level. For example, the 95% V aR of Y , if Y rep-
resents operational losses over a 1-year time horizon, is simply V aRY

0.95 =
Q(0.95;α, σ,H,L).

5 We call it “shadow”, as it is not immediately visible from the data.
6 Remember that for a GPD random variable Z, E [Zp] < ∞ iff ξ < 1/p.
7 Because of the similarities between 1 − F (y) and 1 − G(z), at least up until M , the

GPD approximation will give two statistically undistinguishable estimates of ξ for
both tails [3].
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Another quantity we might be interested in when dealing with the tail risk
of Y is the so-called expected shortfall (ES), that is E[Y |Y > u ≥ L∗]. This is
nothing more than a generalization of Eq. (8).

We can obtain the expected shortfall by first computing the mean excess
function of Y |Y ≥ L∗, defined as

eu(Y ) = E[Y − u|Y > u] =

∫ ∞
u

(u − y)f(y;α, σ)dy

1 − F (u)
,

for y ≥ u ≥ L∗. Using Eq. (5), we get

eu(Y ) = (H − L)e
ασ
H

(ασ

H

)α

⎛
⎝H log

(
H−L
H−u

)
ασ

+ 1

⎞
⎠

α

×

Γ

(
1 − α,

ασ

H
+ log

(
H − L

H − u

))
. (10)

The Expected Shortfall is then simply computed as

E[Y |Y > u ≥ L∗] = eu(Y ) + u.

As in finance and risk management, ES and VaR can be combined. For example
we could be interested in computing the 95% ES of Y when Y ≥ L∗. This is
simply given by V aRY

0.95 + eV aRY
0.95

(Y ).

4 Comparison to Other Methods

There are three ways to go about explicitly cutting a Paretan distribution in the
tails (not counting methods to stretch or “temper” the distribution).

(1) The first one consists in hard truncation, i.e. in setting a single endpoint
for the distribution and normalizing. For instance the distribution would be
normalized between L and H, distributing the excess mass across all points.

(2) The second one would assume that H is an absorbing barrier, that all the
realizations of the random variable in excess of H would be compressed into
a Dirac delta function at H –as practiced in derivative models. In that case
the distribution would have the same density as a regular Pareto except at
point H.

(3) The third is the one presented here.

The same problem has cropped up in quantitative finance over the use of
truncated normal (to correct for Bachelier’s use of a straight Gaussian) vs. log-
arithmic transformation (Sprenkle [9]), with the standard model opting for log-
arithmic transformation and the associated one-tailed lognormal distribution.
Aside from the additivity of log-returns and other such benefits, the models do
not produce a “cliff”, that is an abrupt change in density below or above, with
the instability associated with risk measurements on non-smooth function.
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As to the use of extreme value theory, Breilant et al. [1] go on to truncate
the distribution by having an excess in the tails with the transformation Y −α →
(Y −α − H−α) and apply EVT to the result. Given that the transformation
includes the estimated parameter, a new MLE for the parameter α is required.
We find issues with such a non-smooth transformation. The same problem occurs
as with financial asset models, particularly the presence an abrupt “cliff” below
which there is a density, and above which there is none. The effect is that the
expectation obtained in such a way will be higher than ours, particularly at
values of α < 1, as seen in Fig. 2.

We can demonstrate the last point as follows. Assume we observe distri-
bution is Pareto that is in fact truncated but treat it as a Pareto. The den-
sity is f(x) = 1

σ

(
x−L
ασ + 1

)−α−1
, x ∈ [L,∞). The truncation gives g(x) =

( x−L
ασ +1)−α−1

σ(1−αασα(ασ+H−L)−α) , x ∈ [L,H].
Moments of order p of the truncated Pareto (i.e. what is seen from realizations

of the process), M(p) are:

M(p) =αe−iπp(ασ)α(ασ − L)p−α

(
B H

L−ασ
(p + 1,−α) − B L

L−ασ
(p + 1,−α)

)
(

ασ
ασ+H−L

)α

− 1

(11)

where B(., .) is the Euler Beta function, B(a, b) = Γ (a)Γ (b)
Γ (a+b) =

∫ 1

0
ta−1(1−t)b−1 dt.

We end up with r(H,α), the ratio of the mean of the soft truncated to that
of the truncated Pareto.

r(H,α) =e− α
H

( α

H

)α
(

α

α + H

)−α (
α + H

α

)−α

(
− (

α+H
α

)α
+ H + 1

)

(α − 1)
((

α
H

)α − (
α+H

H

)α
)

Eα

(
α
H

)
(12)

where Eα

(
α
H

)
is the exponential integral eαz =

∫ ∞
1

et(−α)

tn dt.

Comparison to Weibull. One could then ask what is the advantage of our app-
roach with respect to the more standard Weibull limiting class in extreme value
theory [3]. After all, in both situations, the upper bound H is finite. As for all
statistical models, the difference and the advantage lie in the intended use.

The estimation of H in the Weibull class requires not only H to be finite
(as we also do), but also that, heuristically, H is not too far from the maximum
one may observe in the data. That’s why, for example, the Weibull class is a
perfect tool to study the limits of human life span [11], where the usual maxima
(people about 120 years old) can be assumed to be close to the actual upper
bound (about 130–140 years).

In our case, as also stated at the beginning, H is definitely finite but also
extremely far away in the tails, well beyond the usual maxima one can observe.
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Fig. 2. Ratio of the expectation of smooth transformation to truncated.

WW2 killed millions of people, between 60 and 80 million depending on the
estimates, but this number is for sure far away from the theoretical maximum
an armed conflict could reach, also given the evolution of the military technology.

In extreme value statistics, in applications, when the upper bound is
extremely large yet finite, one usually [3] prefers to use the Fréchet class to
model the tail, accepting the risk of having an infinite mean, an event that is
read as a sign of the unreliability and of the erratic nature of data. But this,
in our opinion, is not only incorrect from a epistemological point of view, given
that one knows the large upper bound and yet ignores this information, but also
from a practical point of view, because ones shirks the responsibility of comput-
ing something that can be actually computed, even if done with all the caveats
and uncertainties.

5 Applications

We run a list of proposed immediate and straightforward applications:

Operational Risk. The losses for a firm are bounded by the capitalization,
with well-known maximum losses.
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Capped Reinsurance Contracts. Reinsurance contracts almost always have
caps (i.e., a maximum claim); but a reinsurer can have many such contracts on
the same source of risk and the addition of the contract pushes the upper bound
in such a way as to cause larger potential cumulative harm.

Violence. While wars are extremely fat-tailed, the maximum effect from any
such event cannot exceed the world’s population.

Credit Risk. A loan has a finite maximum loss, in a way similar to reinsurance
contracts.

City Size. While cities have been shown to be Zipf distributed, the size of a
given city cannot exceed that of the world’s population.

Environmental Harm. While these variables are exceedingly fat-tailed, the
risk is confined by the size of the planet (or the continent on which they take
place) as a firm upper bound.

Complex Networks. The number of connections is finite.

Company Size. The sales of a company is bound by the GDP.

Earthquakes. The maximum harm from an earthquake is bound by the energy.

Hydrology. The maximum level of a flood can be determined.
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Abstract. Preventing suicide requires early identification of suicidal
ideation. In this research, we propose an approach to evaluate whether
an individual’s statements during a clinical interview can be classified as
coming from a suicidal or non-suicidal mindset. To do so, we compare the
statements with distinct lexical associative networks constructed from
corpora of suicidal and control texts. Each node in these networks is
a word, and the weight of the edge between every word pair indicates
how strongly the words are associated in that corpus. Several metrics
of association are evaluated in this work. Preliminary results show good
classification performance with above 75% accuracy on novel test data.

Keywords: Lexical networks · Suicidal ideation · Suicide
Clinical interviews · Word association · Spreading activation
Classification

1 Introduction

Worldwide, there are approximately 800,000 suicides a year, and at least six peo-
ple are devastated by each of these deaths [15]. In the United States, suicide is
among the top ten leading causes of death [10]. Most methods for detecting sui-
cidal risk rely on the identification of suicidal ideation via self-reported answers
to direct questions [5,23], which can be inaccurate [26] because individuals often
try to hide suicidal thoughts [29].

This has motivated the search for other clues, such as objective suicidal
thought, or behavioral markers [29]. Various data collections obtained from indi-
viduals with suicidal ideation have allowed researchers to use common supervised
machine learning methods and experiment with some standard natural language
processing (NLP) techniques. Some of these studies have shown state-of-the-art
classification rates within their datasets, but their real-world application per-
formance is yet to be determined. Many of these approaches have a common
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 165–172, 2018.
https://doi.org/10.1007/978-3-319-96661-8_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_17&domain=pdf


166 U. Bayram et al.

drawback: they do not account for the cognitive aspect of the problem which is
a key element in predicting suicide [28]. In this study, we describe an approach
that accounts for this cognitive element.

During self-expression, thoughts and ideas are organized into sentences [14],
and the use of specific words in the same sentence is a strong indicator that the cor-
responding concepts are associated in the individual’s mind. We use this to build
lexical networks from interview transcripts to capture the pattern of association
between concepts in the suicidal and non-suicidal mindsets and determine which
mindset a given expression is more consistent with. Experimental results show
that the method detects suicidal ideation with greater than 75% accuracy for novel
expressions, i.e. those not used to build the reference lexical networks. As a fol-
lowup, we also experiment with spreading activation [1,33] in the lexical network
to further enrich the discriminative process. This allows expressions to be evalu-
ated not only based on their content but also on related thoughts. Results show
some initial promise for improving the potential for identifying suicidal ideation,
though this remains to be validated. The approach we describe is not restricted
by the suicidal ideation detection problem, and can be applied to any other binary
text-classification problem where reference corpora are available.

2 Method

2.1 Data

This study uses two prospectively assembled data collections containing inter-
views conducted with volunteering subjects, all native English speakers, by a
mental health professional asking five simple questions regarding the subject
having any fears, feeling hurt, having hopes, feeling angry, and having secrets.
The first collection includes 60 transcripts of interviews conducted with adoles-
cents [30], where half are patients admitted to the Cincinnati Children’s Hos-
pital Medical Center (CCHMC) for suicidal ideation or attempts and the rest
are the patients admitted for orthopedic injuries with no recent or past suici-
dal ideation. The second data collection extends the first. It includes interviews
collected from patients admitted to one of three hospitals: CCHMC, University
of Cincinnati Medical Center (UC), and Princeton Community Hospital (PCH)
who were either suicidal, mentally ill, or a member of the control group [32]. In
contrast with the first collection, this study includes follow-up interviews con-
ducted a month later, mentally ill patients, and adults. Since we are interested
in detecting suicidal ideation, we exclude the mentally ill patient interviews;
we merge the two collections and get a final dataset with 470 transcribed and
annotated interviews. To standardize data for analysis, we use standard NLP
techniques: converting each character to lowercase, removing punctuation while
keeping only the end-of-sentence information, removing the English language
stop words available in the Natural Language Toolkit (NLTK) [7], and also
removing infrequent words with fewer than 5 occurrences.
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2.2 Lexical Networks

Building networks from words and word associations is one approach for semantic
memory research [1,9], and in research problems aiming to discover the semantic
relatedness between words in the lexical domain [8,11,12,16,17,19,27,34]. In this
study, we use this approach to identify the thought-patterns models of suicidal
and non-suicidal individuals. This method is based on the idea that thoughts
emerge from a substrate of associations between concepts [6,18,20,21], and that
the analysis of associations between words in the statements of an individual
can provide access to the semantics of their thinking [4,12,16,17,25].

We initialize both lexical networks (suicidal and control) using the respective
training corpora by adding the pre-processed words spoken by suicidal (Vsuicidal)
and non-suicidal (Vcontrol) interviewees as nodes. Since thoughts are organized
and expressed through sentences [14], we use sentence-level word associations to
establish connections between the words in the networks. However, NLP litera-
ture contains various word association metrics [11,12,22]. In our approach, we
experiment with three of such metrics. The joint probability metric p(i, j) rep-
resents the probability of observing words i and j together in the same sentence
in the training corpus. The correlation coefficient metric, cc(i, j), is a normal-
ized covariance measure in the occurrence of i and j, and uses the in-sentence
occurrence probabilities (pi, pj) of the words (see Eq. 1). Finally, the point-wise
mutual information metric (PMI), pmi(i, j), measures the statistical dependence
in the occurrence of i and j (see Eq. 2). We use a normalized version of the PMI
metric.

cc(i, j) =
p(i, j) − pipj√

pi(1 − pi)pj(1 − pj)
(1)

pmi(i, j) = log
( pipj
p(i, j)

)
/log(p(i, j)) (2)

Following the computation of word associations from training corpora, we
set the negative values of the correlation coefficient and PMI meaning non-
association to zero weights. Thus, non-associated word pairs remain unconnected
in the networks and the positive edge weights indicate the connection strengths
between words. Samples from the two networks are shown in Fig. 1, where the
differences between the suicidal and control networks are visually evident.

2.3 Evaluating the Fitness of Thoughts

To determine whether a given novel statement is more consistent with a suicidal
or non-suicidal mindset, we take the words from the statement and extract the
sub-networks of each reference lexical network with only these words. An example
of the sub-network obtained by matching the words in a short test statement
with those in the suicidal lexical network with joint probabilities as edge weights
is shown in Fig. 2a. We hypothesize that the strength of connectivity within the
two sub-networks obtained in this way can identify which lexical network the
test statement fits better in, thus determining whether the underlying statement
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Fig. 1. The strongest connections in joint probability networks of suicidal and control
training corpora obtained by thresholding the edge weights, returned (a) out of 48, 169
edges in the suicidal network, (b) out of 38, 132 edges in the control network.

is more consistent with a suicidal mindset or a non-suicidal one. To do this, we
define a fitness function that is applied to the extracted sub-network, E:

Φ(E) = dSe (E) − dCe (E) (3)

dGe (E) = dE − dG =

∑
i,j ∈E wi,j

nE(nE − 1)/2
−

∑
i,j ∈G wi,j

n(n − 1)/2
(4)

where S and C superscripts are the suicidal and control networks, G is the
reference lexical network (suicidal or control), n is the number of nodes in G, nE

is the number of nodes in sub-network E, and dGe (E) is the excess weight density
of E with respect to G, which quantifies the degree to which the strength of
connectivity within E exceeds the value that would be expected for a random
sub-network of the same size extracted from G. Such measures are commonly
used in network studies [13,24].
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2.4 Spreading Activation

Spreading activation (SA) theory was developed by Quillan [33] as an attempt
to model the associative nature of human semantic memory. Although there are
many spreading activation methods [1–3,31], the main idea is based on assigning
initial activation values to nodes, and by some rules, letting the activation spread
to the rest of the network via associative edges. To limit spreading, all spreading
activation approaches include a loss factor that can be a decay function or a simple
threshold parameter. Spreading activation is a directed process whereby active
nodes activate those to which they are connected with sufficiently strong edges.

When a test expression is presented to the system, nodes corresponding to its
words are activated, and this activation is allowed to spread until the limiting
process stops the activation. All nodes activated in this episode then become
part of the sub-network that is tested for fitness.

Fig. 2. Sample sub-networks obtained (a) without using spreading activation, (b) using
spreading activation, where the nodes and connections added by spreading are
highlighted.

As a result of the SA process, we obtain two sub-networks comprising the
initial sub-networks plus words and connections activated by the spreading pro-
cess. Thus, these sub-networks can be considered enriched or augmented versions
of the original ones. Sample sub-networks obtained without SA and with it are
shown in Fig. 2a and b respectively, with nodes added by the spreading activa-
tion results highlighted. The fitness of the augmented sub-networks is evaluated
as with the original ones.

3 Results

For experiments, we increased the effective number of training and test cases by
randomly and independently choosing ten test-training sets in 1/3−2/3 ratio from
both the suicidal and control corpora, training and testing separately on each set,
and aggregating the results, giving a total of 750 test data points for each corpus.
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The first experiment evaluated the performance of the method without
spreading activation. A test data item was labeled as suicidal or control based on
which lexical network gave it a higher fitness. The results obtained from 1, 500
test cases are summarized in Table 1, where the best association metric is the
correlation coefficient, with above 75% accuracy. Having such a high accuracy
in this difficult task indicates that lexical networks are a promising method for
doing such evaluations.

Table 1. Suicidal ideation detection results measured by classification accuracy and
area under the ROC curve (AUC) obtained using three association metrics on 1, 500
test cases.

Association metric Accuracy AUC score ± stdev

Joint probability 64.3% 74.8 % ± 2.5%

Point-wise Mutual Information (PMI) 73.6% 79.3% ± 2.3%

Correlation coefficient 75.6% 81.6% ± 2.1%

The second experiment uses spreading activation (SA) to evaluate the effect
of the augmented sub-networks on detecting suicidal ideation. The addition of
more words and connections to the sub-networks by spreading activation results
an accuracy of 74.5% using the lexical networks built by the correlation coeffi-
cient metric, which is actually a very small decrease in accuracy over the original
method. However, the potential benefits of the approach become clearer by look-
ing at the number of true positives (TP) and false positives (FP), where posi-
tive indicates the suicidal case. Comparing TP and FP values between results
obtained with (TP = 555, FP= 187) and without spreading activation (TP = 550,
FP= 166) shows that having spreading activation allows an increase in TP rates,
but at the cost of an increase in control cases being identified as suicidal. In this
life-critical application, however, this may well be an acceptable trade-off.

4 Conclusion

In this study, we have proposed a lexical network approach to detecting suicidal
ideation in self-expression data. Experiments on a novel dataset with actual inter-
views have shown that the approach is able to classify suicidal and non-suicidal
ideation with high accuracy, which demonstrates the success of the approach
not only for this application, but also for other binary classification problems
involving textual data. The use of spreading activation as a part of the approach
is potentially useful because associations play a key role in the organization of
thought. However, the benefit remains to be demonstrated in the specific case
of suicidal ideation analysis. Experiments have provided evidence that using
spreading activation can improve suicidal detection rates at the cost of including
more false positives. Since identifying suicidal individuals is far more important
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than potentially misidentifying some non-suicidal individuals as suicidal, the
benefits of spreading activation may outweigh its cost. Also, while the data used
was based on a careful identification of suicidal and non-suicidal individuals,
it could not possibly control for every expression. Even non-suicidal individu-
als can occasionally express ideas consistent with a suicidal mindset, and vice
versa. Thus, classifying expressions as a way of identifying an individual’s entire
mindset is inherently subject to some degree of uncertainty, which can only be
alleviated by using more extensive data from each individual.

The methods described in this study represent only an initial phase of our
research. The fact that even the simple methods described above give a high
degree of discrimination indicates that they can serve as the basis for more
sophisticated methods, which we will report on in the future.
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Abstract. The application of Complexity Science, an undertaking
referred to here as Complex Systems Engineering, often presents chal-
lenges in the form of agent-based policy development for bottom-up com-
plex adaptive system design and simulation. Determining the policies
that agents must follow in order to participate in an emergent property
or function that is not pathological in nature is often an intensive, manual
process. Here we will examine a novel path to agent policy development
in which we do not manually craft the policies, but allow them to emerge
through the application of machine learning within a game engine envi-
ronment. The utilization of a game engine as an agent-based modeling
platform provides a novel mechanism to develop and study intelligent
agent-based systems that can be experienced and interacted with from
multiple perspectives by a learning agent. In this paper we present results
from an example use-case and discuss next steps for research in this area.

Keywords: Artificial intelligence · Complexity · Emergence
Reinforcement learning

1 Introduction

The application of the science of complexity, specifically attempts at engineer-
ing complex adaptive systems (CAS) [9], present the scientist or systems engi-
neer with the non-trivial task of crafting agent policies that achieve the desired
emergent properties of the system, assuming they are known. Complex Systems
Engineering [8] addresses this new set of challenges, but requires a significantly
extended set of methods, many of them from the domain of simulation, and
in particular agent-based approaches which can be enriched by artificial intelli-
gence methods [20]. We can use these machine learning (ML) techniques to effec-
tively derive agent-based policies that maximize the probability of the desired
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emergent effects (via feedback of information on agent decisions during training)
while minimizing the probability of emergent outcomes we deem negative, which
we refer to as pathological emergence.

The focus of this work is on the application of reinforcement learning (RL) to
evolve and engineer collections of agents well-suited to producing and maintain-
ing an emergent property of interest. Ongoing work cross-pollinating the fields
of agent-based modeling and ML that these authors are aware of are focused on
utilizing ML to derive agent policies from existing datasets [19], whereas in this
work we utilize a game engine to enable an embodied RL paradigm [14] based
solely on experience gained in the model of the complex system itself.

The recent integration of Unity [22], a popular game engine, with TensorFlow,
an open source machine learning framework [18] has created an opportunity to
build agent-based models that can learn from their own embodied experience.
Our preliminary work here has enabled us to plot a course for using this technol-
ogy to employ imitation learning from observing human-driven embodied expe-
riences within their world, as well as new depths of human-machine teaming
applied to agent-based modeling through true embodiment of the human inside
of the model using virtual reality (VR). The implications for the integration of
the CAS modeling field and the serious gaming field appear on the surface to be
potentially far-reaching, including training autonomous vehicles [9], and perhaps
virtual avatars capable of passing the Turing test.

In what follows, we explore the applicability of such a technology stack to
designing an agent-based search and rescue model. Development of polices and
results will be discussed. Future work will explore the impact of further agent
heterogeneity, scaling, and higher-fidelity environments.

2 Technological Enablers

Real-time game engines such as Unity and Unreal [3], which are capable of pro-
ducing life-like experiences, high-definition head-mounted displays (HMDs) and
controllers which are designed to bring hand and body presence into virtual
environments such as the HTC Vive [5], and consumer-grade graphical pro-
cessing units (GPUs) designed for high-performance parallel processing such as
those made by NVIDIA [10], have put the power to create agents trained by
human interaction in virtual worlds in the average computer enthusiast’s hands.
Real-time generated virtual worlds could become ideal training grounds for the
development of strategies for learning and problem solving in both virtual and
real-world environments, as evidenced by the investment being made in compa-
nies who are using game-like environments to train artificial intelligence (AI) for
real world autonomous car deployment [1].

Our work here represents an initial first step in this direction for the Applied
Complexity Science community, and demonstrates the feasibility of agent-based
modeling in a high-fidelity game environment combined with an RL mechanism.
Future work on imitation learning may leverage alternative learning processes
as appropriate.
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3 Agent Policy Development

Agent-based modeling policies are challenging to approach for many reasons,
not the least of which is the sensitivity of complex systems to their initial condi-
tions [15], which means a successful policy must be robust enough to withstand
latent, unpredictable, and path-dependent edge-cases. This leads a CAS designer
or modeler to seek absolute minimalism in their policy implementations in order
to avoid generating inexplicable pathological emergence; from simple rules com-
plexity emerges. In this paper we present a different method of developing such
robust policies via the application of ML techniques within a game engine envi-
ronment. The results of a search-and-rescue use-case implemented using the
Unity game engine and TensorFlow ML framework are discussed.

3.1 Determining Agent Policies When Modeling Complex Adaptive
Systems

One of the best examples of a well-known and human-understandable agent
policy set is that of the boids algorithm [11]. Through tuning of the simple rules
of attraction, repulsion, and alignment, a flock of birds emerges. Previous work
leveraging emergent properties of the boids rule-set has shown the emergence
of a flock is an embodied phenomenon which depends greatly on context and
scale, as well as very minimalist tweaking of the known, presumably ‘stable’
rule sets [9]. By stable, we mean capable of producing an emergent stability at
the scale of the system. For example, a flock does not cease to be a flock just
because there is instability among the population. This is sometimes known as
metastability [6], but for our purposes, stability is an adequate term. It is also
worth noting that a truly well-engineered CAS would demonstrate the properties
of antifragility [16], but this is a lofty goal and will remain unobtainable until
the science of complexity is able to catch its tools up to its theory. This paper
is but a small attempt to move forward on that front.

If we are willing to accept a certain level of opacity in our agent policy
sets and we are interested in problems of embodiment, then the creation of a
capability to develop agent-based policies via ML in a 3D game engine is an
excellent means of exploring the emergent dynamics of a complex system.

3.2 Reinforcement Learning

RL has a long history as a means of developing learning agents, and some work
has even focused on the emergence of cooperation in relatively low-dimensional
systems such as Pong [17], as well as within our own experimental framework [14],
but its use in the development of agent-based modeling policies for studying and
simulating CAS on a larger scale is still quite nascent, with only hints of the
implications envisioned thus far [4].

The agents are trained via an RL implementation, so they proceed through
many iterations of the simulation before training is considered complete. Train-
ing terminates after a certain number of time-steps. We proceed to repeat this
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process a number of times and compare outputs. We are then able to insert
the newly-trained agent into the simulation to confirm it functions as expected.
Selecting which trained agent to instantiate as multiple agents in the system
(assuming homogeneous agents) in order to achieve a desired aggregate behav-
ior is currently a manual process.

Five agents simultaneously inhabit the environment, interacting with one
another and contributing to the learning of a single shared policy during each
training run; the policy also controls each of the agents. The agent policy ini-
tially starts out doing very random things, and learns optimal rules through
reinforcement-based trial-and-error.

3.3 Proximal Policy Optimization

The RL algorithm implemented at the core of the reinforcement learners is known
as Proximal Policy Optimization (PPO). PPO was developed and released by
OpenAI [12], and is their default algorithm for RL.

3.4 Performance

The measure of performance we will focus on for this use-case is simply Cumu-
lative Reward at the conclusion of training. We will consider the cumulative
reward across all agents at the conclusion of a given policy’s training run to be
the measure of emergent system performance, despite the fact that it is literally
the sum of its parts. We can assume that a stable policy has been learned when
the cumulative reward is positive. More interesting measures of emergence will
be applied in future work.

4 Technology Stack

For this effort, Unity3D version 2017.3.1f1 was used in combination with Tensor-
Flow version 1.6.0 and TensorFlowSharp version 1.6.0-pre1. Anaconda 5.1 and
Python 3.6 were used to create a virtual environment and run Unity’s external
training API, respectively. The open source ml-agents package [23] from Unity
Technology was the critical piece that integrated all of these technologies. Early
pilot work involved training with discrete NVIDIA GTX 1080 GPUs, but these
are optional. The ml-agents package was used to train a TensorFlow neural
network graph from the RL experience of embodied agents situated in a game
world.

5 Search and Rescue Use-Case

The open-source ml-agents package [23] was adapted to emulate autonomous
search and rescue in a contested environment. In our simulation, the agents were
cast as autonomous helicopters attempting to collect soldiers within a contested
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environment. A screen capture of the training environment is shown in Fig. 1.
We implemented constrained peripheral vision for the agents as we consider it to
be a rudimentary emulation of partial observability. With five agents acting and
effecting concurrently in the simulation, the presence of multiple autonomous
helicopter agents in the same “airspace” seeking the same basic objective was
considered analogous to a dynamic multi-agent rescue situation in a theater of
battle or other contested environment containing bad actors. Finally, the unpre-
dictable distribution and periodic redistribution of soldiers within the rescue area
required the agents to learn responsive behaviors tailored to stochastic condi-
tions that cannot be anticipated in any actionable sense, only responded to pru-
dently (positively rewarding) or imprudently (negatively rewarding): rampant
exploration, but also care when maneuvering to a rescue so as not to encounter
hostiles. To establish a baseline understanding of helicopter agent behavior, as
well as to demonstrate the technological method first and foremost, we modeled
five helicopters endeavoring to rescue friendly soldiers and avoid hostile soldiers,
but a logical extension of this work could include dividing helicopters into dis-
crete teams, positively rewarding agents when they rescue affiliated soldiers and
negatively rewarding them for encounters with hostile soldiers. We populated
the model with 20 friendly and 20 hostile soldiers. However, for every friendly
soldier rescued, another is promptly respawned (this is not the case for hostile
soldiers). The game area is reset at regular intervals to 20 and 20 soldiers of each
category, and also randomly reassigns origin positions to the autonomous rescue
helicopters.

We executed 10 experimental runs of our Search and Rescue application for
50,000 time steps.

In pilot runs, the initial reward structure (+1 for friendlies and −1 for hos-
tiles) was not sufficient to produce the desired behavior of “colliding” with
friendly soldiers and avoiding encounters with hostile soldiers. The helicopters’
form entails that they often collide with hostile soldiers unintentionally from the
side while they are still on a lateral trajectory (the hostiles are out-of-sight in
the agents’ periphery). In these initial trials, helicopters learned to remain sta-
tionary because they were frequently, though incidentally, negatively rewarded
when they collided with clusters of bad soldiers.

In response, the reward structure was modified to negatively reward the
helicopters with −1 points for every time step when they were not colliding with
a soldier, in order to discourage inactivity. At this point, the helicopters learned
to fly in lateral translation across the rescue area, thereby colliding with as
many objects for +1 and −1 rewards as possible (either benefiting by +1 points
or experiencing a −1 reward, the same result as if they had remained static). To
discourage this lateral translation strategy, the reward structure was modified to
negatively reward collision with a wall (on the bounds of the rescue area) at −100
points. Finally, the reward for collecting friendlies was increased to +500 points
to offset the −1 reward increment applied at every non-collision timestep. Instead
of proportional negative reward for collecting hostiles, the value was reduced to
only one-fifth of the positive reward, −100 points. Finally, the simulation had
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Fig. 1. Training environment screen capture.

achieved a form in which the reward structure was truly conducive to helicopters
learning to explore the game area and attempting to rescue friendly soldiers.

The hyperparameter settings used for this experiment can be found in
Table 1. These were informed by the recommended defaults of the ml-agents
package.

6 Results and Discussion

Interesting summary results from the training can be found in Figs. 2 and 3,
which show the Cumulative Reward and Entropy, respectively, across all runs.

Learners emerged that were capable of performing the task at hand, but
whose entropy levels were still quite high at the termination of the training round
that created them. We interpret this result as follows: these agents, although hav-
ing constructed successful policies for survival, had also created a strategy which
involved continual exploration. The implications of a novelty-seeking agent for
a search and rescue use case seem rather tangible, as this ‘injection of random-
ness’ [16] may lead to nudging an emergent system dynamic out of an unsuccess-
ful attractor’s area of influence. For a summary of dynamical systems theory in
context of agent-to-agent influence see Liebovitch et al. [7]. The varying levels of
entropy across runs that was exhibited at the conclusion of training is indicative
of the pervasiveness of exploration as a fruitful strategy. In fact the agent policy
with highest total cumulative reward (as shown in the yellow line of Fig. 2) did
not have the lowest entropy at the conclusion of its training, as can be seen in
the dark blue line of Fig. 3.
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Table 1. Hyperparameters.

Hyperparameter Value

Batch size 1024

Beta 5.00E-03

Buffer size 10240

Epsilon 0.2

Gamma 0.99

Hidden units 128

Lambd 0.95

Learning rate 3.00E-04

Max steps 5.00E+04

Memory size 256

Normalize FALSE

Num epoch 3

Num layers 2

Time horizon 64

Summary freq 1000

Use recurrent FALSE

7 Future Work

The general need for research agendas to support better support of system of
systems challenges [21] and complex systems engineering [2] has been identified
and builds the general frame for this section, which provides particular research
topics derived from the machine learning and agent-based metaphor applied in
the work presented in this paper.

7.1 Hyperparameter Tuning

Hyperparameter tuning is a fundamental part of machine learning and must be
carefully considered if one hopes to construct a high-performing autonomous
agent. There are a number of intelligent algorithms that could be incorporated
into our training workflow but investigation into the most effective was out-
side the scope of this paper. Recent research in simulation calibration may be
applicable to support these ideas in future efforts [24].
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The näıve approach is a simple grid search, but this breaks down when there
are numerous parameters to tune or the model’s sensitivity is nonlinear with
respect to the hyperparameter, which is the case with neural networks. This
can be overcome by using a logarithmically-scaled grid where sensitive areas
of the hyperparameter space are heavily sampled. Other more advanced meth-
ods which attempt to minimize the number of trials necessary to converge on
the optimum parameter values include Bayesian optimization and Sequential
Model-based Algorithm Configuration. Future work will include more robust
hyperparameter exploration.

7.2 Apply Machine Learning to Manage Design of Experiments

Although a very simple measure of performance was used with a human-in-the-
loop to judge agent employability, future work may shift the focus on deployment
of ML in the service of suggesting what sort of metrics might be useful, as well
as determining which training runs have developed the most appropriate learner
for a given deployment context. Implementing a ML agent to select the best
trained agent for model deployment and determining heterogeneity ratios.

7.3 Evolve Measures of Performance

A relatively simple measure was used to grade the performance of the emergent
collective that was quite simply the sum of the system’s parts. Future work
will focus on putting such aggregate measures in greater context and exploring
scenarios that tend to exhibit, and benefit from, emergent properties.

7.4 Imitation Learning and Virtual Reality

Imitation learning allows one to harness the human brain’s natural ability to pro-
cess and integrate multiple (and often multi-modal) informational streams pre-
sented in complex environments and then make decisions under uncertainty (the
global state of universe is not known to any given agent). Learning via imitation
methods avoids the difficult task of explicitly stating the rules and their relative
priority in all probable situations that an expert human is following. We believe
that fully immersive, embodied experiences will enable a virtuous cycle of human-
machine teaming where humans are training artificial agents and vice-versa.
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Fig. 2. Cumulative reward across 10 training runs of a stylized Search and Rescue
scenario

Fig. 3. Entropy across 10 training runs of a stylized Search and Rescue scenario
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8 Conclusion

We have shown that agent-based modeling can be conducted using reinforce-
ment learning agents within a fully-featured 3D game environment. Our trained
agents, on the whole, were successful in accomplishing their mission. We have
learned that these initial attempts at training, while showing promise, still pro-
duce a range of behavioral features and resulting cumulative rewards across runs.
This indicates there is much work yet to be done to understand how the com-
plexities of the environment, the interactions between agents, and the learning
hyperparameters all come together to produce the results we have seen.

The INCOSE complexity primer [13] recommends the use of a variety of
methods and approaches from a variety of disciplines that have to cope with
complexity in support of analyzing, diagnosing, modeling, and synthesizing com-
plex systems. We followed these recommendations in our research and applied
machine learning, agent based models, and simulation-enabling game engines
in support of architectural analysis challenges, demonstrating how the combi-
nation of these methods supports the complex systems engineering processes
captured in the use case of autonomous search and rescue. This successful appli-
cation shows the usefulness of this approach for a new category of engineering
challenges requiring the application of complexity science.
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Abstract. Forest complexity is associated with biodiversity and tells us infor-
mation about the ecosystem health. A healthy forest must be in a scale-invariant
state of balance between robustness and adaptability, reflected in the tonalities
present on its vegetation. Remote imaging can be used to determine forest
complexity based on the scale-invariance of green tones in the images. Here is
proposed a simple technique to monitor changes on the forest using statistical
moments and spectral analysis of the green tones on the satellite images.

Keywords: Forest complexity � Ecosystem health � Scale invariance

1 Introduction

Forests are one of the most important ecosystems for environment conservation.
Specifically, forest “health” can be used to understand the damage produced by climate
change on the Earth, fires, modification of land-use or unsustainable management due
to anthropogenic causes [1–3]. Monitoring of forests’ health is done by expensive and
locally limited in-situ observations or by global remote sensing using satellite images
[4, 5]. Forest development can be seen in two different images [6, 7], and through
different moments by time series analysis [8, 9]. Remote sensing has been popularized
due to the improvement on computation capabilities and the free open access to
Landsat and other satellite data [10–13].

Our hypothesis is that health can be defined as the critical state of balance between
robust and stochastic dynamics [14], and can be determined by spectral analysis as scale-
invariant distributions. We have used this hypothesis on humans [15, 16], and here we
proposed it for ecological systems like a forest. In particular a healthy forest must be in a
scale-invariant state reflected in the tonalities present on its vegetation. The original idea
in this presentation is that remote sensing can be used to determine forest complexity
based on the scale-invariance of green tones in the images using statistical moments and
spectral analysis. The proposed methodology is simple, fast and cheap. Here we use
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Landsat images to study forest colors to determine parameters for its characterization that
can help to monitor changes.

2 Methods

Landsat images of different forest are analyzed with a simple Python script that
transforms each pixel´s RGB hexadecimal value into its corresponding decimal num-
ber. This gives us a matrix for which statistical moments, power spectral density, and
Shannon entropy are evaluated to find characteristic parameters of the region. We
analyze as many as possible images of the same region (same latitude and longitudinal
coordinate rectangle, see Fig. 1) from different dates and times to determine changes in
a particular forest. Seasonal variations caused by solar angle differences and vegetation
changes are one of the principal causes of noise in remote sensing change detection. To
avoid this, we select images from the same season of the year. Clouds and their
shadows complicate the use of Landsat data, thus for detection of forest changes, they
must be removed. However, there is no algorithm that can remove all types of clouds or
their shadows [9], even the most sophisticated machine learning ones [17]. We cir-
cumvent this by only using images taken without clouds.

3 Results and Discussion

We analyzed images from different forests on the Earth, typical examples of “healthy”
forests (Gambela National Park in Ethiopia, Payette National Forest, Idaho in USA and
Zempoala Lagoons in Mexico). We also evaluated images of the Canary Islands before

Fig. 1. Landsat image of the Zempoala forest, 2017.
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and after a big forest fire occurred in the summer of 2008 (see Fig. 2). Images covered
from 2002 to 2017, all correspond to the January of each year. Statistical results, and
slope of the power spectral density (PSD) curve are reported on Table 1.

In Fig. 2 is clear the difference on green tonality is clear years before and after the
forest fire, the histogram changes from a Gaussian distribution to a Poissonian one,
with almost white noise behavior in the spectral domain. In Table 1, it is notable that
the images of Canary Island after the forest fire have similar statistics than “healthy”
forests.

Fig. 2. Scree diagram of the Landsat images of Canary Island before (upper panels) and after
(bottom panels) the big forest fire of 2008. Insert are the images (left) and the histogram (right).
Histogram change to more rigid distribution, and slope decreases, indications of criticality lose.

Table 1. Green scale data of Landsat forest image. Reported values are average ± standard
deviation of the statistical moments and the slope of the scree diagram obtained from the spectral
analysis.

Region Coefficient of variation Skewness Kurtosis Slope

Canary Island (before forest fire) 49 ± 9 0.5 ± 0.4 0.3 ± 0.8 −3E-06
Canary Island (after forest fire) 46 ± 9 1.8 ± 0.4 9 ± 3 −2E-06
Zempoala lagoons, Mexico 47 ± 19 1.9 ± 0.3 7 ± 4 −2E-06
Payette National Forest, Idaho, USA 42 ± 12 3.2 ± 0.9 25 ± 13 −2E-06
Gambela National Park, Ethiopia 34 ± 6 12 ± 2 197 ± 67 −2E-06
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4 Conclusion

In this project, we propose a methodology to determine the forest “health” using
satellite images. Statistical values of the green tones present on the images are sig-
nificantly different for the same region in images taken years before and after a forest
fire. Moreover, the distribution changes from Gaussian (almost symmetric, mesokurtic)
to a Poissonian one (asymmetric with long tails, leptokurtic) indicating change from an
independent variable to a stochastic one. Moreover, other forests that can be considered
“un-healthy” have clearly Poissonian distributions, with a characteristic white noise
signal in the spectral domain. This technique is promising and needs to be explored in
different forests and instants. So far results indicate this approach can be useful as a first
glance of a forest’s state.
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Abstract. Autonomous systems embedded in our physical world need
real-world interaction in order to function, but they also depend on it
as a means to learn. This is the essence of artificial Embodied Cog-
nition, in which machine intelligence is tightly coupled to sensors and
effectors and where learning happens from continually experiencing
the dynamic world as time-series data, received and processed from a
situated and contextually-relative perspective. From this stream, our
engineered agents must perceptually discriminate, deal with noise and
uncertainty, recognize the causal influence of their actions (sometimes
with significant and variable temporal lag), pursue multiple and chang-
ing goals that are often incompatible with each other, and make
decisions under time pressure. To further complicate matters, unpre-
dictability caused by the actions of other adaptive agents makes this
experiential data stochastic and statistically non-stationary. Reinforce-
ment Learning approaches to these problems often oversimplify many of
these aspects, e.g., by assuming stationarity, collapsing multiple goals
into a single reward signal, using repetitive discrete training episodes, or
removing real-time requirements. Because we are interested in develop-
ing dependable and trustworthy autonomy, we have been studying these
problems by retaining all these inherent complexities and only simplify-
ing the agent’s environmental bandwidth requirements. The Multi-Agent
Research Basic Learning Environment (MARBLE) is a computational
framework for studying the nuances of cooperative, competitive, and
adversarial learning, where emergent behaviors can be better understood
through carefully controlled experiments. In particular, we are using it
to evaluate a novel reinforcement learning long-term memory data struc-
ture based on probabilistic suffix trees. Here, we describe this research
methodology, and report on the results of some early experiments.

Keywords: Embodied cognition · Reinforcement learning
Agent-based modeling · Multi-agent systems · Emergence

1 Introduction

Autonomous systems embedded in our physical world need to be intellectually
competent to perform the tasks they were designed for, but need not demonstrate
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A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 189–201, 2018.
https://doi.org/10.1007/978-3-319-96661-8_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_20&domain=pdf


190 P. E. Silvey and M. D. Norman

human-level abilities with language or reasoning to be effective and valuable.
They will, however, need to function through real-world interaction and, most
likely, will gain the knowledge on which they depend from direct experiential
learning. Artificial agents facing adversarial challenges need cognitive capabili-
ties that are tightly integrated with, and dependent on, their embodiment, but
today’s dominant Machine Learning (ML) methods have limited applicability
in these kinds of dynamic situated environments, which are characterized as
continuous, on-going, time-pressured, uncertain, and statistically non-stationary
[15,28]. In response, we are developing and testing holistic, temporally sensitive
machine learning and goal-directed planning methods for embodied cognition
and multi-agent Artificial Intelligence (AI), with the objective of improving our
ability to build resilient and trustworthy real-world autonomous systems. To this
end, we have built a Java testbed designed to host a variety of progressively more
difficult challenge scenarios, in which multiple artificial agents play cooperative,
competitive, and adversarial games with each other and their environments.
While this is primarily intended to offer a means to test and refine our episodic
and procedural memory innovations, it naturally presents a dual opportunity to
study behavioral emergence and complexity in a bottom-up fashion [24].

The best examples we have of intelligent behavior are biological ones, par-
ticularly animate beings with long lifespans of embodied learning in our phys-
ical world. Insects, animals, and humans all have multi-modal sensory organs
coupled to neural information processing systems, as well as real-world effec-
tors that allow them to both change their perspectives and to alter their local
environments. Proponents of Artificial General Intelligence argue that AI has
become too compartmentalized and fragmented, where researchers study things
like vision, language, reasoning, and planning in isolation. Even Machine Learn-
ing is fragmented into significantly diverse sub-schools of technique and thought
[11]. Primitive embodied cognition, easily observable in even the lowest life forms,
requires that many of these faculties be integrated into what we might call a sys-
tem of systems. One theme that stands out for such embodied cognitive agents is
the importance of time. Data comes to their sensory mechanisms as impressions
or signals that vary with time, and the perceived world can change at varying
rates, often completely independent of the agent’s presence. By directly con-
fronting the temporal aspects of situated learning and decision making, and by
integrating these capabilities, we believe we can influence and improve the body
of practice in building trustworthy and autonomous systems.

Our bottom-up methodology is motivated by drawing a behavioral research
analogy with the Study of Model Organisms in the Life Sciences, where many
groundbreaking discoveries have been made. Here, cellular and genomic research
is more easily and effectively conducted using simple life forms, such as the fruit
fly or nematode [17]. Similarly, our artificial agents are simple enough for us
to conduct extensive behavioral and learning experiments with them, yet they
are embodied in realistically complex worlds they can only partially observe,
understand, and control. Coping with limited sensory, memory, and processing
time resources is a hallmark of intelligence. Our approach enables us to study and
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to test learning under such real-world cognitive constraints. We specifically start
with low-entropy, low-bandwidth sensory data to allow rapid experimentation
using standard compute resources. Our agents use relatively simple data-driven
mechanisms to construct problem-specific and accurate Markov Decision Process
models and use behavioral learning algorithms to cope with changing temporal
sequence data and real-time dynamic pressure.

This paper is organized as follows: first, we review some significant past AI
research in embodied cognition and reinforcement learning and discuss emer-
gent behaviors in multi-agent simulations. Then, our own research testbed is
described, along with experimental scenarios that we have explored. Next, our
holistic cognitive architecture is introduced, and we then share some of the unex-
pected learned behaviors our agents presented for us to analyze. Finally, we
conclude with our plans to continue this work.

2 Related Work

The disciplined Computer Science quest to develop true artificial intelligence is
over sixty years old, but during most of that time was dominated by disembodied
mind research, where a focus on language and knowledge in many ways led
researchers to detach aspects of thinking and reasoning from sensing, acting,
and real-world interaction. However, there have always been those who believed
intelligence depends in non-trivial ways on being embodied and learning from
the uncertain experiences of living.

For example, by the late 1980s, seminal work at MIT had begun to build
simple insect-like robots [7], which served to demonstrate the power of prim-
itive reactive thinking mechanisms that could work without deliberative or
goal-directed planning or learning. Soon there was great interest in the idea
of autonomous agents and distributed AI, often using object-oriented program-
ming concepts to encapsulate and situate artificial agents in simulated or virtual
problem environments [13]. A good summary of the development of these views
can be found in Anderson’s field guide to embodied cognition [2]. At the same
time, clearer definitions and better algorithms for Reinforcement Learning as
a distinct paradigm were being developed [25], while others were beginning to
pursue universal and general cognitive architectures [14].

Machine learning is now commonly seen to include separate paradigms for
supervised, unsupervised, and reinforcement learning. Deep learning has mostly
been applied in supervised learning contexts, but has increasingly been used as
a way to support reinforcement learning in games with enormous state spaces
[23]. Closer in spirit to our approach is the combination of temporal sequence
memory-based pattern recognizers, minimum description length modeling, and
reinforcement learning [18].

Another area of inspiration for us, where simplicity has shown great power, is
complexity science. Here, chaos can be generated by something as simple as the
recurrence equations of the logistic map, and patterns that are unpredictably
complex can be generated by simple one-dimensional cellular automata [16].
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Likewise, the study of the emergence of cooperation, which we discuss more
later in this paper, came from simple game-theoretic and simulation analysis
[3]. It has now become standard practice to try to understand complex systems
using Agent-Based Modeling.

3 The MARBLE Framework and Testbed

Our Multi-Agent Research Basic Learning Environment (MARBLE) is a dis-
crete modeling framework and simulation testbed for doing embodied cogni-
tion research, implemented in the Java programming language. It is constructed
around the Model-View-Controller design pattern [9], based on a 2D world model
consisting of a hexagonal grid that, by default, wraps around on all six sides.
The wrap-around logic is such that moving forward in any one direction repeat-
edly will visit each cell in the world exactly once before returning to the starting
cell [21], but these are otherwise arbitrary choices for a partially observable
environment with spatial and temporal characteristics. Agents and other simu-
lated objects may occupy any given cell, and agents have directional orientation
with a limited field of view and a small repertoire of possible actions on any
given simulation time step. We use a reinforcement learning paradigm, where
each agent receives sensory data and reward signals for the results of their
prior-step action choice, and all agents attempt their next moves simultane-
ously. This forces the environment controller to mediate the results of agent
actions, such that the agents must discover, through experience, what their
actions might or might not accomplish for them in particular discernible sit-
uations. Agents receive their sensory data as a DataFrame object, which is a
bit-string of problem-specific length whose structure remains undisclosed to the
agents, encoding experimenter-determined discernible characteristics or percep-
tual features within the agent’s field of view. For example, a simple world might
use only 3 bits to encode whether each of the three immediately facing cells
contains an object or not. Slightly more information-rich examples might use
3 bits per cell for a total DataFrame size of 9 bits, where each cell can distin-
guish eight different states, including being empty, containing a food object, or
containing another agent in one of its six directional orientations. See Fig. 1 for
some currently established MARBLE elements.

We have implemented two problem scenarios, both related to a simple food
gathering learning challenge. The first contains only a single agent, who lives in
a world that contains only one other object, which is a green cell representing
food. The agent can choose between one of the following four distinct actions per
time step: stepping forward one cell, turning 60◦ right or left, or doing nothing.
The reward structure for this game is −1 point for any action that does not
result in the agent stepping into the cell containing food, and +1000 points
when it consumes the food in this way. When the food is consumed, a new food
object immediately appears four cells directly ahead of the agent, based on its
orientation at the time. Optimal behavior for this problem is easy to specify,
unless the size of the hex grid becomes small enough that the shortest sequence
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Fig. 1. Example MARBLE elements.

of moves between feedings is not simply to keep walking forward. This problem is
completely deterministic, and only poses a simple delayed-gratification challenge.
In this case, the sensory data presented to the agent at each time step is the
3-bit example given above, where an unoccupied cell is perceived as a zero bit,
and the existence of the food object in any of the three cells facing the agent
(immediately ahead of and to its left and right periphery) is perceived as a one
bit (see agent’s field of view in Fig. 1).

The second variant of the food gathering problem consists of a red agent and
a blue agent who co-exist in the same otherwise empty world, also with a single
food object that they must compete to find. The reward structure is similar, with
−1 point for staying put, turning, or stepping into an empty cell, and +1000
points for consuming the food. The food regenerates as before, four steps ahead
of the agent who has just consumed it, or one additional step forward if that cell
is occupied by the other agent. Our physics rules for this problem prevent the
two agents from occupying the same cell at the same time, so conflict resolution
logic must be added to the controller. When both agents attempt to step into
the same cell at the same time, a random coin flip determines who will succeed,
with the losing agent not moving from its cell of origin and receiving a −10
point reward. The winner will receive either the usual −1 point for entering an
empty cell, or +1000 points if the cell contains the food object. This problem
was intended to study competition, and as such the agents are penalized −50
points for the aggressive action of trying to move into a cell that the other
agent already occupies (and is not simultaneously vacating). If the two agents
are facing one another and both try to move forward, they each receive the −50-
point penalty. The existence of another competitive agent changes the stochastic
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properties of the world considerably, and, as we will see, creates the opportunity
for many complex behaviors to emerge. The sensory data for this problem is also
more feature-rich, with each agent being able to discriminate empty cells, cells
occupied by the food object, and cells occupied by the other agent (as well as
the other agent’s relative orientation). This uses a 9-bit DataFrame as described
earlier.

4 Embodied Agent Learning

Our MARBLE agents are built using a long-term episodic and procedural mem-
ory data structure which records temporal sequence traces, maintaining event
distribution statistics for observed successor states and expected discounted
rewards for actions that have been tried. Our ML research is aimed at under-
standing how well these memory structures perform in a variety of challenge
problem environments, and how well certain parameter settings might affect
rates of learning, abilities to generalize effectively, and abilities to cope with
non-stationarities caused by the presence of, and interactions with, other adap-
tive agents.

The basis of our learning framework is a variable depth probabilistic suffix
tree [26], which produces an environmentally data-driven variable-order Markov
Model [5], using focus bits from each data frame in the temporal sequence sen-
sory data. For large data frames, multiple trees using different foci bits can be
built in parallel, and their independently recommended actions can be pooled
using an ensemble strategy. In low-entropy environments or when the number
of focus bits is small, these trees are sparse and can grow deep to discover
causal patterns with long temporal lags. Each node in the tree represents a state
with probabilistic knowledge of its successors, updated through experience in
a Bayesian manner1. As in hidden Markov models, these tree nodes have both
output variable probabilities for expected rewards, as well as successor (hidden)
state transitions within the tree. These internal transitions are computed (vs.
explicitly being stored) by walking from a current state leaf node to the root,
appending the latest perceptual state as a new suffix to a short term memory
buffer, and using that new suffix to walk down the tree to the next leaf node state.
The current-to-next leaf node pairs represent logical links within the tree that,
when considered separately, form a partial DeBruijn Graph, since the short-term
memory buffer acts like a shift register as time progresses.

Two types of learning are implemented in our MARBLE agents, and they
both occur by updating probability estimates while ascending from the current
leaf node to the tree root as just described. The first can be described from
the perspective of model-free design [19], where the expected utility of the most
recent action is updated using the Q-Learning technique [27]. It is model-free
in the sense that it blindly learns actions that will maximize rewards without
any attempt to develop sensory expectations. Learning is completely based on
1 Posterior probabilities are computed from maximum entropy priors initialized by

setting the alpha parameter in a multi-modal Dirichlet distribution.
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event sequences the agent has actually experienced. The other type of learning is
model-based, as it updates the probability of seeing the just-experienced percep-
tual symbol extracted from the DataFrame for each successively shorter suffix
state (defined by the tree nodes visited during the climb to the root).

This second form of learning prepares the agent to use its memory in imagi-
native ways and to envision futures that are probabilistically plausible, whether
they in fact have ever actually been experienced. Probabilistic suffix trees have
been used in compression algorithms because they construct statistical prediction
models (which can inform arithmetic or Huffman encoders based on a symbol’s
probability of occurrence). This type of learning forms the basis of deliberative
planning mechanisms, including ones like Monte Carlo planning [8], which can
be implemented to work in time-constrained situations as an Anytime Algo-
rithm [10]. Neuroscientists and AI researchers have hypothesized that temporal
sequence prediction is a core foundational capability of the brain’s neocortex,
common across all sensory data modalities [12]. Similarly, the ability to recog-
nize surprise in the form of expectation failures has been seen as a significant
trigger mechanism for attentionally-directed learning of event salience [22]. As
a result, this kind of model-based learning is seen as extremely important for
inclusion in embodied cognitive agent research.

Figure 2 shows the global view of the MARBLE competitive problem sce-
nario, with the blue agent highlighted and the memory load/store menu item
selected. The probabilistic suffix tree memories can thus be saved to disk and
reloaded for additional training and/or testing at a later time. The controller
buttons at the top include a single step button and a run/stop button with radio
controls for two speeds. Clicking on an agent when the simulation is stopped high-
lights it with a yellow outline and allows the user to ‘drive’ that agent manually
using the arrow cursor keys (which also invoke the step operation). In addition,
a right-click on an agent will bring up a parameter dialog box where learning
modes and exploration rates and conditions can be set (see Fig. 2 dialog box).

As noted, cognitive constraints include both limitations to memory space
and to thinking time. They are naturally related in MARBLE agents because
algorithms that learn through traversal of the memory tree, or creatively plan
by using it to generate hypothetical futures, will take more time as the tree
grows. Although there are many relatively low-entropy problem domains that
an embodied cognitive agent might face, distinguishing all observable state com-
binations over long time horizons without constraint produces unbearable com-
binatoric growth. To address this, our research plan includes several methods
we want to test to implement controlled remembering, selective forgetting, and
generalized abstraction via state combination, the details of which are beyond
the scope of the current paper. As our initial experiments are with limited band-
width and small-world environments, this potential scaling problem has not yet
arisen.
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Fig. 2. Small-world MARBLE competition with agent parameters.

5 Behavioral Emergence

In this section, we describe three examples of emergent behavior witnessed from
our experiments. We use colloquial descriptions of human-like behavior to illus-
trate how we interpreted what the agents were doing.

Our first example came from asking how best to determine what had been
learned. Instead of simply looking at metrics like total accumulated reward or
average reward per step (which should improve over time), we wanted to test the
agent from situations where we knew what we would have done, by thinking of
the food not just as a perceptual bit pattern but as an object in the world. We
observed that agents who explored a lot appeared to learn the concept Psychol-
ogists refer to as Object Permanence (with respect to the food, which persists in
its cell until consumed in the single agent scenario), whereas those who always
tried to exploit their acquired knowledge clearly did not. We could see this by
manually controlling the agents to put them into test states, from which we let
them decide how to act. For example, if the food was in their right periphery
but we turned them left (away from the food), smarter agents knew that two
successive right turns would return them to facing it, demonstrating their grasp
of Object Permanence. Similarly, we tested a number of drive-by or near-miss
food encounters, where memory of the recent past was exploited by the most
intelligent agents, while others seemed to possess ineffectual or missing short-
term memories. Here, two factors were relevant for the smarter agents. First,
as noted, they explored more, and second, they had suffix tree memories that
were deep enough to distinguish and remember what they had observed multiple
time-steps in the immediate past. Cognitive resources such as memory capacity
are necessary but not sufficient for intelligence, and they attain their ultimate
value for agents by the diversity of experiences that feed them.
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Our second example is one of stubbornness. Our competitive learning sce-
nario with two agents was designed to present a non-stationary learning problem
that was as simple as possible. The initial learning algorithms we tested, how-
ever, were not designed for this, since they assumed that estimated probabilities
would converge by the law of large numbers. Our training cases usually pitted
novice agents against each other, often with the exact same mental resources
and parameter settings. The rate of exploration (vs. exploitation) was slowly
tapered to vanishing, and the learned greedy mode behaviors were examined
at the end of the run. As is common in many machine learning situations, we
witnessed numerous cases where behaviors appeared to have settled into a local
(vs. global) optimum. When exploration stopped, it became apparent that some
of these behaviors led to starvation for one or both agents, even though they
both survived reasonably well whenever there were still some occasional random
actions taken. The most unexpected of these happened with two agents that
had shallow suffix trees of only depth 2 and when they both learned that going
forward was the best action in almost all cases. Because their expected rewards
had converged through many trials, if they ran into each other they got locked
into a head-butting stalemate, which only could be broken by many steps of
receiving the −50-point penalty. We believe that faster forgetting, in the form
of non-stationary reward estimators, will avoid this behavior or at least permit
it to be seen as futile more quickly.

Finally, in several competitive agent experiments conducted using the small
19-cell world, the agents essentially learned to cooperate, by dancing a kind
of waltz (there were three time-steps between feedings). We had hypothesized
that some synergistic or win-win behavior might emerge, as opposed to the
pathologies just described, but this behavior appeared remarkably clever. The
agents alternated in consuming the food, carefully positioning themselves so as
to do this most effectively and using the wrap-around nature of the world to
continue this way indefinitely. Furthermore, this behavior had become robust in
the sense that random perturbations to one or the other agent upset the dance
for a few steps, but they were able to settle back into the rhythm fairly soon.

6 Future Directions

Our MARBLE testbed is designed to support problems that involve many agents,
with many more discernible conditions, objects, and interaction rules. We have
only begun to scratch the surface of experimental conditions we can configure
and test. A couple of important areas only mentioned in passing that we would
like to address soon include the following.

First, we need to test the variety of methods we have planned for dealing
with non-stationarities, including fading memories using moving window aver-
ages or exponentially decaying weighted ones. In addition, there are numerous
techniques that data analysis practitioners have developed for measuring the
degree of stationarity in time-series data, which could likely be employed as
adaptive hyper-parameter setting mechanisms.



198 P. E. Silvey and M. D. Norman

Multi-goal (or multi-task) learning is a real-world problem and a topic that
is currently of great interest in machine learning research. It is more complicated
than simply training a single classifier to recognize multiple types of objects, or
a single neural network to play a variety of games without retraining, though
these problems pose significant challenges in their own right. Recognizing that
motivations are neither constant nor linear (e.g., consumption affects appetite),
and that goals can interact in both synergistic as well as antagonistic ways, are
just a few concerns. Sometimes goals can be stacked in a kind of hierarchy, with
lower level or immediate need (tactical) goals taking precedence over longer-
range (strategic) goals. Making curiosity a motivation to drive exploration, after
more primitive needs such as safety and survival have been met, is one example
of this type of thinking. On the other hand, it is interesting to speculate how
many people would survive their childhood if they didn’t have adults overseeing
their play, suggesting this problem might best be solved in a social or multi-agent
manner. See [4] for a cognitive architecture design that seeks to address moti-
vation as a first-class problem. Receiving multi-goal-indexed reward signals and
maintaining separate expected utilities for them can possibly provide a founda-
tion for flexible multi-task behaviors, and a meta-observation process might be
able to learn when goals align or diverge in their recommended actions. These
are some of the ideas we would like to pursue.

There have been several efforts to create standardized challenge problems
for AI researchers to compare their algorithms and implementations, and we
are considering an Open Source release of MARBLE for this purpose. At the
same time, adapting our agents to other reinforcement learning and game sim-
ulation environments is of interest to us. Two of these are the OpenAI Gym
environment [6] and the micro-Real-Time-Strategy (µRTS) game platform and
competition [20]. Most of the Gym problems are cast as single agent vs. the world
learning problems, and true multi-player games are only just emerging in that
environment. On the other hand, the RTS-type games are inherently adversarial
problems, but many competitors use heuristic strategies that are not necessarily
improved through machine learning. We would like to see these testbeds used
to examine agents learning against other agents (who are themselves simultane-
ously learning) in order to create the kinds of non-stationary challenges we seek
to study.

Embodiment also presents a natural opportunity for comparing our artifi-
cial agent’s cognitive abilities against those of humans and for exploring ways
in which the agents might be taught faster through demonstration via remote
human control using Virtual Reality (VR). In a complementary way, a skilled
artificial agent could advise a human doing a similar task using Augmented
Reality (AR). We plan to explore these ideas by building interfaces between our
testbed and the popular Unity game engine [1]. This presents unique and pow-
erful opportunities for bidirectional teaching and learning in human-computer
teaming scenarios. If people can “get in the robot’s head” to experience its sen-
sory world and control its motor responses, they might guide its learning more
quickly and efficaciously on how to deal with important problem situations.
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Similarly, an artificial cognitive agent who has learned effective ways to solve
a problem or get out of trouble could give hints and decision suggestions to
humans doing the same task, whether using heads-up displays or other types of
Augmented Reality interfaces.

7 Conclusions

While there has been a recent resurgence of interest in AI and Machine Learn-
ing, there remains a kind of compartmentalization where only narrow aspects of
intelligence receive careful study. Supervised machine learning, as widely prac-
ticed today, focuses on building classifier systems from expert-curated labeled
training data, based on assumptions of statistical stationarity and using off-line
processing. On the other hand, research in Reinforcement Learning studies on-
line learning that is at least episodic if not continuous, confronting head-on the
problems of sensing and goal-directed action in the same manner as embodied
cognitive agents in the real world. Modern robots (including industrial manufac-
turing robots, robo-soccer players, self-driving cars, etc.) can be taught to per-
form specific functions in reasonably controlled environments, but, once taught,
they usually operate in exploitative or performance-only modes.

Learning to act (to exploit) requires (exploratory) acting to learn, and this
is only one of many examples where real agents must use attentional focus or
goal prioritization to simultaneously balance their potentially oppositional objec-
tives. Model-free RL such as Q-Learning can learn to optimize behavior around
a single reward signal, but because it builds no explicit model of its environ-
ment, is unable to realize when something very unexpected happens. Very little
autonomous systems research has tried to integrate a full complement of real-
world requirements for embodied cognition. These requirements include learning
perceptual discriminators, developing sequential expectations from experience,
using delayed rewards to hone reactive skills, dealing with variable causal time
lags and real-time decision requirements, using multi-goal attention balancing
and planning (when possible), and using surprise as a motivator to adapt and
relearn. We believe all these cognitive challenges can be studied together using
simple discrete simulations with few observable states and few selectable actions.
The research we have described here takes this approach.

We conclude with one final anecdote that came from enacting this work. It is
easy for us to anthropomorphize our simple artificial intelligent agents, because
we have built them in our own image, so to speak. They too are embodied
cognitive beings who experience and interact with a reasonably predictable world
through a stream of temporal sequence data. The environments we create for
them have been sometimes compared to god games because there are privileged
views of the world and its rules that we understand (and program) which are not
known by the agents. However, we sometimes see unintended consequences of our
actions when we run the agents, as happened in the following case. Our initial
implementation of the competitive controller included the conflict resolution
rules described earlier, but accidentally failed to properly consider what to do
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in one rather unlikely case. This occurred when the food was being consumed
by one agent and the location for its regeneration was in the path of the other
agent. In the process of moving the food to a new cell, the controller put it
back in the world before the second agent’s move had been completed. When
the second agent had already decided to step forward and the food was being
relocated to that destination cell, the controller incorrectly credited both agents
with the 1000-point reward on the same time-step, effectively moving the food
twice in one step. This bug in our code violated the intended physics rules and
was only discovered when we observed the agents collecting more reward than
was ‘possible’. The agents had found a ‘glitch in the matrix’ and exploited it,
thus humbling their creators.
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Abstract. Anomaly detection is an important problem in various fields
of complex systems research including image processing, data analysis,
physical security and cybersecurity. In image processing, it is used for
removing noise while preserving image quality, and in data analysis, phys-
ical security and cybersecurity, it is used to find interesting data points,
objects or events in a vast sea of information. Anomaly detection will
continue to be an important problem in domains intersecting with “Big
Data”. In this paper we provide a novel algorithm for anomaly detection
that uses phase-coded spiking neurons as basic computational elements.

1 Introduction

Anomaly detection is an important research topic for data analysis [8,9], in
general, and for image processing [1,6], in particular, as well as in its application
to both physical security (for reduction of nuisance alarms) [10] and cybersecurity
(in intrusion detection) [3]. The determination of anomalous data requires a
contextual framework as well as a metric for comparison. In images, the x and y
axes provide a spatial context, and pixel-to-pixel value differences are reasonable
for comparison. With video (as in physical security) or streaming data (as in
cybersecurity), the time dimension adds to the context, and other features as
well as combinations of features are relevant for comparison.

In this research, we explore the suitability of spiking neural algorithms to
address the problem of anomaly detection. In particular, we provide and ana-
lyze a new neural-inspired algorithm for performing noise-filtering on grayscale
images that uses spiking neurons as fundamental elements for computation.
This algorithm was specifically designed to operate using leaky integrate-and-
fire (LIF) neurons [7] with phase-coded spiking activations [13]. Verzi et al. have
shown that under certain conditions, e.g., symmetric distributions and data sets
with unique sample median, a neural inspired algorithm can be optimal in the
parallel random access machine (PRAM) computational complexity framework
in comparison with other parallel algorithms [14]. Our paper expands upon pre-
vious work to show how to use multiple layers of phase-coded spiking neurons
to implement anomaly detection in the process of noise-filtering of images.

2 Background

Noise filtering [5,12] is particularly well suited to the spiking algorithm presented
in this paper, because the range of pixel values is typically bounded and small
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 202–209, 2018.
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(i.e., 0 through 255 for 8-bit grayscale) and the spatial context is easily repre-
sented using two-dimensional networks of neurons, resulting in an intrinsically
parallel operation performance. Median-filtering has been used to filter noise
from images for many years. One particular algorithm, adaptive center-weighted
median-filtering (ACWMF) [2], has been successfully used to filter many differ-
ent types of noise from images.

One benefit from using image processing and noise filtering to demonstrate
an anomaly detection algorithm is that it is easy to visualize the difference in
performance. In addition to showing how our algorithm differns from standard
median-filtering and ACWMF, we will also provide metrics for comparing the
performance of these algorithms. One useful metric is the number (or percentage)
of pixels altered during processing, and another is the average change in pixel
value, either across all pixels or only those pixels altered during processing.
We will also provide computational complexity analysis and comparison of our
algorithm with standard median-filtering.

3 Phase-Coded Spiking Neural Network

The spiking neural algorithm presented in this paper extends upon the one
described by Verzi et al. [13]. Our multi-layer spiking adaptive median-filtering
(AMF) network is shown in Figs. 1 and 2. The neural units in spiking AMF are
LIF neurons which operate according to the following equation.

uj(t) = (uj(t − 1) − λj (uj(t − 1) − ueq)) (1 − zj(t − 1)) + ueqzj(t − 1)
+ΣP

i=0wijxi(t) + ΣP
q=1ρq (zq(t − 1)) (1)

In Eq. (1), uj is the potential for neuron j; λj is the leakage rate; ueq is the
equilibrium (or resting) potential; zj is 1 when neuron j fires (and 0 otherwise);
xi are real-valued inputs; zq are phase-coded spike inputs with a phase-code value
of ρq (from other phase-coded spiking neurons); and wij are input weights. In
this paper, ueq = 0, and we use full leakage, λj = 1, to keep the algorithm
simple. The phase-code for neuron j is computed as follows.

ρj (zj(t)) = zj(t) (t mod k) (2)

In this paper, we use phase-coding to represent spiking delay directly within a
phase-coding window of length k (phase steps). Thus, neuron j fires with a delay of
ρj/k = (t mod k) /k. Phase-coding allows the spiking algorithm to process inputs
and internal computations in ascending order, and including a delay of dk will
delay the neuron from firing by �d/k� phase windows plus d mod k phase steps.

Spiking AMF is a simplification of ACWMF [2] where we do not include
any center-weighting. Using phase-coding and our own notation, spiking AMF
is described in the following equation set (for m ∈ {1, 2, 3, 4}).

oij =

{
ρ̂1ij , ∃m, ρ̂m

ij > θm

xij , otherwise
(3)
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where

ρ̂m
ij = median

x∈Ωm
ij

{x}

Ωm
ij = {xlr | i − m ≤ l ≤ i + m, j − m ≤ r ≤ j + m}

θm = s · median
x∈Ωm

ij

{
ρ̂m

ij − x
}

+ δm

δm =

(
(2m + 1)2 − 1

)
2

The values for θm are used to provide spiking thresholds for the spiking neurons
rm in Fig. 2, and in this part of the spiking network, the phase-coded but unpro-
cessed pixel value uij is delayed by 5k or five phase-code windows to allow the
appropriate time for anomaly detection in each of the neighborhoods. If there
is no anomaly (i.e., none of the rM neurons spike), then the original pixel value
passes through unprocessed.

Figure 1 shows how input is converted from numbers to phase-coded spikes
(input layer), how these phase-coded spikes are used to compute the median-
value for each pixel within a particular neighborhood (median layer) and how
the absolute difference from the median for each pixel is computed (absolute
difference layer). Note that only one of the neurons, aij or aji, can fire as the
other will have a negative overall input.

Figure 2 shows how the median of the absolute difference from the median
(MAD) is computed for each pixel (median absolute difference from the median
layer) and how the adaptive median-filter (AMF) value for each pixel is computed
(adaptive median filter layer). Figure 1 and the left part of Fig. 2 show spiking
AMF configured for a neighborhood of 3 × 3 (corresponding to Ω1

ij & r1ij) but
our algorithm also includes neighborhoods of 5 × 5 (Ω2

ij & r2ij), 7 × 7 (Ω3ij

& r3ij) and 9 × 9 (Ω4
ij & r4ij), as depicted on the right part of Fig. 2. Multiple

iterations of spiking AMF are handled by routing the outputs (oij) back to
the median-filter layer bypassing the input layer and continuing forward to the
outputs again. In the next section we will describe the results of spiking AMF
and compare it to standard median-filtering and ACWMF.

Fig. 1. Spiking architecture to translate input into phase, compute median and absolute
differences.
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Fig. 2. Spiking architecture to compute median absolute difference from the median
(MAD) for four increasing sizes of neighborhoods (3 × 3, 5 × 5, 7 × 7 and 9 × 9) and
the spiking adaptive median-filter (AMF) output value (oij).

4 Results

To show benefits of spiking AMF, we compare it to standard median-filtering
(MF) and ACWMF using an image common to the noise filtering research com-
munity [4,5,16,17]. In these results, each algorithm is iterated three times to
produce a final, filtered image (see Figs. 3 and 4) from which the metrics of
comparison are computed (see Table 1). For spiking AMF, we use s = 3, and
for ACWMF, we use s = 0.6 and δm ∈ {40, 25, 20, 5} for random-valued and
δm ∈ {55, 40, 25, 15} for fixed-value impulse noise as suggested by Chen and
Wu [2]. Beyond these parameter settings, we did not attempt to optimize any
of the algorithms. We also provide a simple computational complexity analysis
and comparison for standard median-filtering and spiking AMF at the end of
this section.

4.1 Examples 1 and 2 - “Pepper” and “Salt” Noise

In the first examples in Fig. 3, we show the standard MF algorithm implemented
using our spiking framework [14] in comparison with our spiking AMF anomaly
detection algorithm as well as ACWMF on an example image with 10% added
“pepper” noise and the same image with 10% added “salt” noise. In MF, each
pixel in the filtered image is computed from the original pixel and its surround-
ing neighbors (using a 3 × 3 neighborhood) using the median value from this
neighborhood. This process tends to blur (almost all of) the pixels in the filtered
image, as this algorithm does not specifically determine noisy from non-noisy
pixels but rather smoothens the entire image. In spiking AMF as in ACWMF
anomaly detection is used to determine which pixels are anomalous (or noise)
versus those which should be kept unaltered.
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4.2 Examples 3 and 4 - “Salt-and-Pepper” and “Random Impulse”
Noise

In the second examples in Fig. 4, we compare all three algorithms on an example
image with 10% added “salt-and-pepper” noise and the same image with 20%
added “random impulse” noise. Table 1 shows pixel percent and value change
comparison for the noise-filtering algorithms using the four noise cases presented
in this paper. Spiking AMF results in a percentage of pixels changed, after three
iterations, at the same magnitude as the noise introduced, which provides strong
evidence that it is performing very precise anomaly detection. Both ACWMF
and spiking AMF produce very low levels of average pixel value change.

Computational Analysis. Standard median-filtering has a computational
(runtime) complexity of O (N log N) [17], and spiking AMF has a parallel com-
putational (runtime) complexity of O

(
kN/

√
P

)
, where we assume there are N

inputs and P neurons in our spiking neural framework. The analysis for spiking
AMF borrows from Verzi et al. [13], where the addition of multiple layers adds
a constant factor to the runtime and does not affect the asymptotic value pre-
sented here. The denominator (

√
P ) is due to the fact that in the limit, N will be

Fig. 3. In the upper part, we compare all three algorithms with the addition of 10%
“pepper” noise, and in the lower part there is 10% “salt” noise.

Table 1. Comparison of change in pixels for the noise-filtering algorithms (after three
iterations) across four noise types.

Noise type Percent of pixels changed Average pixel value change: all

(changed pixels only)

Noisy

image

MF ACWMF Spiking

AMF

Noisy

image

MF ACWMF Spiking

AMF

10% “pepper” 9.9 68.8 14.3 10.8 13.9 (140.8) 7.0 (10.2) 2.8 (19.7) 2.1 (19.7)

10% “salt” 10.0 68.9 14.5 11.0 11.8 (117.1) 7.1 (10.2) 2.9 (20.3) 2.0 (18.5)

10% “salt & pepper” 10.1 67.4 23.4 10.8 12.8 (127.5) 6.7 (10.0) 4.0 (17.2) 1.9 (17.9)

20% “random” 20.0 72.4 31.2 19.4 15.5 (77.7) 7.8 (10.8) 5.5 (17.5) 3.5 (18.1)
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Fig. 4. In the upper part, we compare all three algorithms with the addition of 10%
“salt-and-pepper” noise, and in the lower part there is 20% “random impulse” noise.

much larger than P , and we can only gain benefit from processing
√

P ×√
P size

patches at a time. Reduced energy use is another important benefit of spiking
AMF over non-spiking algorithms [13].

Future Work. Ongoing future work will continue to explore novel uses of our
spiking neural framework as well as use of our anomaly detection algorithm in
other application domains, such as physical security and cybersecurity. Neuro-
morphic anomaly detection in these domains is advantageous as it will provide
reduced energy performance as well as intrinsic temporal context and computa-
tion, not just point disturbances. The temporal dimension is an important area
of continuing research for data science [11,15]. An open problem in anomaly
detection involves including temporal dimensions into the feature context and
metric spaces.

5 Conclusions

In this work, we have demonstrated the utility of our neural-inspired algorithm,
spiking AMF, to provide anomaly detection with specific demonstration in noise-
filtering of images. This paper continues the current trend in research for devel-
oping energy efficient neuromorphic solutions. We have also provided evidence
for the benefit of using neural-inspiration in designing computational solutions
to interesting and important problems.
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Abstract. We discuss the behaviour of systems at the micro and nano-
scales, looking at some interesting examples in particular. We first discuss
our theoretical work on charged micro- and nano-bubbles undergoing
radial oscillations in a liquid due to ultrasonic forcing. We obtain charge,
frequency and pressure thresholds for the system. The electric charge
affects the nonlinear oscillations of the bubble crucially, and limits the
influence of the other control parameters such as the pressure amplitude
and frequency of the driving ultrasound on the bubble dynamics. This
has ramifications for medical diagnostics as well as industrial applica-
tions. We then report our theoretical work on the behaviour of nanotubes
drawn out from micrometre-scale vesicles and exhibiting very interesting
dynamics. Our theoretical model completely captures and reproduces all
aspects of the force-extension curves reported in the experimental liter-
ature, completely explaining the dynamics of vesicular nanotubulation
for the very first time.

Keywords: Bubble dynamics and cavitation · Nanotubulation
Nonlinear dynamics · Relaxation oscillations

1 Introduction

The behaviour of systems at small scales is an interesting field of study. The
effects of spatial restriction can be unexpectedly manifested at the macroscopic
level. Modelling and explaining such behaviour requires inclusion of a level of
detail of the mechanisms involved at the micro and nanoscales. When the sys-
tems are driven or forced, the complexity involved increases and a rich dynamical
behaviour may be displayed. We discuss here two examples of completely differ-
ent systems at the micrometre and nanometre scales that exemplify such complex
systems – the acoustically forced charged bubble undergoing radial oscillations
in a liquid, and next, the dynamics of a vesicle that is pulled at a constant
rate, causing the formation of nanotethers or nanotubes of uniform cross-section.
Both systems are highly nonlinear, and display a wealth of complex behaviour.
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 210–219, 2018.
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For the charged bubble-oscillator, we find that limitations to the bubble’s min-
imum radius also lead to limitations on the charge it can carry. We also obtain
pressure thresholds for the bubble.

We discuss two cases here in both of which surface tension plays a major
role in influencing the dynamics of the systems, even if in different ways. For the
charged bubble, the presence of charge reduces the surface tension, and moves the
system into a more periodic and ordered regime [3]. For the vesicle, the presence
or absence of a lipid reservoir connected to the vesicle determines whether surface
tension is kept constant or not; this appears in the model as effective spring
constants, which in turn determines the dynamics of the system – whether the
force-extension curves plateau or move gently upwards [4]. In both these small
scale systems, the size and dimensions of the system play an important role and
shows up in the observed dynamics of the system as a whole. For the vesicle,
the stick-slip motion of individual phospholipid molecules on the vesicular wall
translate into serrations in the force-extension (f −x) curve for the entire vesicle
itself. An increase in vesicular size also lowers the magnitude of the force in
the f − x curve. For the bubble, the magnitude of the maximum charge it can
carry is again found to have a functional dependence on its equilibrium radius.
Both these – the pulled vesicle and the charged bubble in an acoustic field –
are examples of forced systems, where the amplitude of driving naturally plays
an important role in influencing the dynamics, and where at small scales show
up. Their study is intimately connected to the behaviour of living tissue under
external forces.

2 Forced Oscillations of a Charged Bubble in a Fluid

2.1 A Brief Introduction

When an ultrasound pressure wave is directed at a gas bubble in a liquid, the
bubble undergoes radial oscillations. The expansion and inward collapse of the
bubble are violent events and the pressure thresholds where these happen are
known as the Blake threshold and the upper transient pressure threshold, respec-
tively. A gas bubble in water typically carries an electric charge on its surface
due to the presence of disassociated ions in the liquid. To describe the behaviour
of the bubble, the effects of charge Q can not be neglected as it reduces the
effective value of the surface tension, and also affects the minimum radius the
bubble can contract to, and its dynamics. The surface tension σ is effectively
reduced to σ −Q2/(16πε0R

3
0) on introduction of charge. Making the assumption

that the total charge on the bubble remains constant, the dynamics of the bub-
ble are determined by modifying the Rayleigh-Plesset equation to include the
effects of an electrostatic pressure term Q2/(8πεR4), where ε = 85ε0 and ε0 is
the electrical permittivity of vacuum. The equation is then given by [1–3]
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Here, R is the radius of the gas bubble with R0 being its equilibrium radius, ω
is the driving pressure frequency, Ps the amplitude of the driving sound pres-
sure, P0 the static pressure, Pv the vapor pressure, σ the surface tension, η the
dynamical viscosity, ρ the density of the fluid, c the speed of sound in the fluid
and Γ the polytropic exponent of the gas in the bubble.

2.2 Charge Thresholds

When a bubble is driven into radial oscillations by the applied pressure wave
at driving angular frequency ω, we find that for the bubble’s radial velocity
to be some maximal value Ṙ = c1, a minimum magnitude of charge Qmin is
required [1]. This Qmin is dependent on the driving frequency ω, and is given by

Qmin(ω) ≈ a(ω − ωH)1/4. (2)

A plot of Qmin vs. ω therefore could be termed an isovelocity curve, demarcating
a regime where Ṙ > c1 on one side, from Ṙ < c1 on the other. When the fre-
quency equals a value ωH , even an uncharged bubble of radius R would oscillate
at that value of radial velocity c1. ωH depends on the pressure wave amplitude
Ps through ωH = b1 + b2Ps, where b1 and b2 vary with the radius of the bubble
R0. This dependence is found to be dωH

dPs
∼ R−0.9

0 [1].
We define a charge Qh as the maximum charge a bubble can carry when

the bubble radius reaches the van der Waals hard core radius h for the enclosed
gas [1,2]. This maximal threshold charge Qh also shows a dependence on ω.
Indeed, the bubble dimensions affect its value as well, as could be expected. The
actual dependence of Qh on the equilibrium bubble radius is of the form [3]

Qh ∼ Rz
0. (3)

We find that z ≈ 1.55.

2.3 Pressure Thresholds

There are several pressure thresholds that affect the dynamics and growth of
a gas-bubble in a fluid under acoustic forcing. The most well-known one is the
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Fig. 1. (a) and (b) show typical Ṙ vs. R plots without and with charge, respectively.
(c) shows an expansion-compression ratio plotted as a function of pressure. The spikes
B and U correspond to the Blake threshold and the upper transient pressure threshold.
The colour coded plot clearly shows that the bubble’s radial velocity reduces as it
expands to its maximum size at the Blake threshold, and increases to its highest values
following collapse subsequent to the upper transient pressure threshold being passed.

Blake threshold, which is the lowest acoustic pressure exceeding which leads
to explosive expansion of the bubble. The other is the upper transient pres-
sure threshold, exceeding which causes violent bubble implosion. Electric charge
changes the value of the thresholds. We find [1] the Blake threshold to be

pblake = P0 +
(

4πεσ4

Q2

)1/3 (
−6.95 + 4.146R0(

4πεσ

Q2
)1/3

)
(4)

An expansion-compression ratio ζ defined [1,2] through

ζ ≡ (Rmax − R0)/(R0 − Rmin) (5)
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enables us to locate both the Blake threshold and the upper transient pressure
threshold points on the same curve. Here Rmax and Rmin correspond to the
maximum and minimum radius, respectively, achieved by the bubble during its
forced oscillations.

Figure 1 (a) and (b) shows the effect of charge on the phase-plot for a bubble
undergoing radial oscillations in a fluid – the difference is quite distinctive. The
presence of charge clearly restricts the system to a narrower range of radius and
velocities. Figure 1 (c) shows a typical expansion-compression ratio curve as a
function of pressure, the Blake and upper transient pressure thresholds being
marked on it. As can be seen, at pressures above the upper transient threshold,
when violent bubble implosion takes place, higher radial velocities are achieved.
The reader is referred to [1–3] for more details.

3 Dynamics of Vesicular Nanotubulation

3.1 Introductory Comments

The natural containers for chemicals in a living organism at the cellular level
are vesicles, which consist of small phospholipid self-assembled structures, a few
micrometres in dimension. The response of the vesicle to a constant pull velocity
can be observed by fixing it at one end and pulling it at the other. When the
fluid membrane of a vesicle is mechanically pulled at a constant velocity, it gets
deformed and gets pulled out as a nanotube or tether with uniform cross-section.
The dynamics and mechanics of this process has evoked a great deal of interest
in the literature as the force-extension curves show several interesting features
including steep rise and drop, as well as irregular fluctuations. While there had
been many theoretical contributions on this subject, the dynamics had not been
satisfactorily explained, and the literature had been singularly silent on the ser-
rations. We showed through our theoretical model [4] that the fluctuations have
a dynamical origin, in the stick-slip behaviour of the individual phospholipid
molecules as they are pulled out by the external force. We successfully explained
each and every feature seen in the experimental curves as consequences of vari-
ous physical effects such as changes in vesicle curvature, surface tension effects,
frictional forces, etc.

3.2 Features Observed in Force-Extension Curves

Experiments performed by Roopa et al. [5,6] and Cuvelier et al. [7,8] amongst
others, on vesicles that have been pulled at constant velocity all show some
characteristic, interesting features in their force -extension curves. These are
typically an initial linear dependence of force on extension. This is then followed
by a force drop (usually) then an irregular, serrated regime on a plateau which
could either be horizontal or with a positive slope, the f − x plot moving up
gradually with time. Other features include an increase in the elastic threshold
with increase in the pull velocity and a decrease in force values with increasing
vesicle radius. All of these features are captured in the model explained below.
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3.3 The Model of the Vesicular System

In experiments, the vesicle is either adhered to a substrate or to a pipette, and
pulled at by a bead adhering to its surface. Our model simplifies the system, look-
ing at the deformation of the vesicle over three separate stages as it is pulled,
namely, its deformation from an idealized sphere to an ellipsoid, followed by the
formation of a neck before tubule-formation, and lastly, tubulation and contin-
ued growth of the nanotubule with pulling (see Fig. 2). The neck geometry is
idealized by modelling it as a cone of constant slope, and the nanotube as a
cylinder of constant cross-section. Making the assumption that vesicular volume
is conserved, from geometrical considerations we obtain [4] an expression for
R(t) the mean radius of the main vesicular body as a function of time as it is
pulled out by a distance x(t), R0 being the initial radius:

R(t) ≈
[
R0

3 − x(t)
4

(
r20 + rn(t)2 + r0rn(t)

)]1/3

, (6)

rn(t) is the radial cross-section at the top of the neck when in the neck-forming
stage, r0 is the radius of the base of the cone. When tubulation begins, we get

R(t) ≈
[
R0

3 − 3
4
r2t x − Lm

4
(
r20 + r2t + r0rt

)]1/3

, (7)

with

rn(t) = r0 − x(t)
Lm

(r0 − rt), (8)

rt being the radial cross-section of the nanotube. Taking into account the change
in curvature as the sphere gets deformed into an ellipsoid, and also the subse-
quent increase in surface area, the force required to effect these deformations is

Fell = 16πκ
(
R(t) − R0 − x

){
∂R

∂x
×

(
R(t)

(R0 + x)(2R(t) − R0 − x)2
− 1

R2
0

)

+
1

R2
0

− R(t)2

((R0 + x)2(2R(t) − R0 − x)2)

}
+ 4kσπΔA + kσ

x(t)r0
R(t)

, (9)

where kσ is the surface-tension and ΔA is the change in area per unit length with
respect to the sphere. During the second stage of neck formation, the additional
point force that is required to pull out the vesicular shell by a distance L (upto
a maximum of Lm =

√
2/3r0, considering plastic flow for spheroidal shells) is

obtained from elasticity theory to be

Fn =
L1/2E′h5/2

R(t)
. (10)

Here, E′ = 6
5 (1−ν2)−3/4E, and ν is the Poisson’s ratio and E the Young’s mod-

ulus; h is the thickness of the shell. Another effect of geometry is the significant
curvature at the base of the neck as nanotubulation begins, due to expansion of
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the inner phospholipid monolayer and constriction of the outer monolayer. The
corresponding force that needs to be overcome for a lipid molecule to be pulled
past this bottle-neck, can be approximated by

Fnc ≈ απκ
√

4/15/Lm, (11)

α ≥ 1 being a numerical factor. Then for further deformation in the vesicle
geometry leading to nanotube formation, accounting for the change in curvature
energies, the force required is

Ftube = πκ
( 1

rt
− 4

R0

(
1 − R(t)

R0

)
r2t

R(t)2
)
. (12)

The pulling rate influences the extent of internal flows as well as relaxation for
the visco-elastic vesicular material. The rate-dependent response of the vesicular
material can be modelled through a frictional force law, and a functional form
is chosen that would support a velocity-weakening law in the neck-region, and
that would generate a stick-slip process at the neck. For our work we chose a
friction law of the form Ffr[ẋ] = F0ẋ/vm

(1+(ẋ/vm)2) . vm is the value beyond which Ffr

decreases with velocity ẋ. The forces acting at the neck and along the tube would
also include a viscous resistance term −βẋ, and purely elastic contributions from
the stretching of the tubule and the vesicle. These forces can be written as

Fe,f = −βẋ − ε′[k′x + Ffr(ẋ)], (13)

ε′ = 0 for x < Lm and ε′ = 1 for x > Lm. Here k′, the effective spring constant
of the tubule, can be weakening or constant with time, corresponding to either
a flat serrated f − x curve or a rising curve with non-zero, positive slope. The
equations of motion for a bead of mass m that has adhered to the vesicle surface
and which is being pulled at constant pull velocity va, can then be written as

mẍ = f − Fn − Fnc + Fe,f − Fell − Ftube

ḟ = keff (va − ẋ). (14)

Here, keff is the effective spring constant of the vesicle. These equations are
unstable for va ≥ vm.

Figure 3 shows an example of force-extension curves obtained from our model,
and showing all the features seen in experimental plots. The source of each of
the features of the curve have been marked on it.

More details may be found in [4].

4 Summary

We have briefly discussed some of our results on two small-scale systems – that of
the oscillating charged bubble, and the vesicle yielding nanotubes on mechanical
pulling. The bubble is typically of a few micrometres in dimension, as is the
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Fig. 2. (a) Schematic representation of the vesicular geometry. As each molecule is
pulled out at the constricted neck, local curvature and friction has to be overcome. (b)
For modelling, a cone-cylinder assembly is used to simplify the structure. The circle of
radius ρ rolling over arc-length s corresponds to a lipid molecule being pulled across
the enhanced local curved surface at the base of the neck (corresponding to a situation
of increased curvature from κ to ακ in Eq. (11)).

vesicle. We see that in the case of the bubble, even the assumption of minute
charge being present on its surface (typically of the order of 0.1 to no more
than 10 pC) can not be neglected, and this has profound implications in its
dynamics. Moreover, the fact that the bubble can not shrink in size indefinitely,
and is bounded by the van der Waals hard core radius, conversely puts a limit
on Qh, the maximum magnitude of charge a bubble can carry physically and
yields a power law dependence on R0, the equilibrium bubble radius.
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overshoot determined by curvature term at the
base of the neck

plateau
due to tube
formation
(non−constant
surface tension, 
hence rising gently)

magnitude of 
serrations
determined by 
friction term

correct dependence
on pulling velocity

sphere to ellipsoid
+ neck formation

Fig. 3. Example of a force-extension curve obtained from our model (see [4]), showing
the origins of the various features seen in nanotubulation curves. Note the change
in slope at the base of the curve that can be attributed to the sphere-to-ellipsoid
transformation and the subsequent neck formation. Plots shown are for three pull
velocities: 2.17 µm/s (red), 21.72 µm/s (green), and 36.43 µm/s (blue). Increased pull
velocities result in increased upper elastic limits. Smaller velocity curves lie below the
larger ones. The mean period of oscillations is proportional to the pull velocity.

The nanotubulation of the vesicle shows how the motion of individual phos-
pholipid molecules at the vesicular neck, and the frictional effect they have to
overcome there, manifests itself macroscopically in the form of serrations seen in
the force-extension (f −x) curves. Moreover, we see how it is essential to account
for local changes in geometry and curvature, in order to be able to reproduce
the behaviour of the f − x plots seen in experiments.

While the two systems are disparate ones, there is, nonetheless, a common
thread connecting the two; vesicles can be used as micro-containers for localized,
topical drug-delivery in a patient. The means of getting the vesicular walls to
break or open to release their contents is by application of ultrasound to the
localized part of the body. As living tissue is full of fluids and electrolytes, it
becomes important therefore to understand the behaviour of charged bubbles
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on application of ultrasound, and these two studies – of bubble dynamics and
vesicular nanotubulation, will, it is hoped be useful for this practical purpose
as well.

Lastly a mention of our theoretical modelling of multi-walled carbon nan-
otubes would be relevant here. In a recent work [9], we have shown how a simple,
theoretical, mechanical model reproduces results of interaction energies obtained
from quantum-mechanical DFT calculations of double-walled carbon nanotubes.
We also successfully predict the elastic constant for the system and the func-
tional dependence of interaction energy on the dimensions of the nanotubes [9].
It is clear from our work that it is possible to successfully model the physics of
structures at small scales using appropriate idealized models, and these can give
us valuable insight into their behaviour.

References

1. Hongray, T., Ashok, B., Balakrishnan, J.: Effect of charge on the dynamics of an
acoustically forced bubble. Nonlinearity 27, 1157–1179 (2014)

2. Hongray, T., Ashok, B., Balakrishnan, J.: Oscillatory dynamics of a charged
microbubble under ultrasound. Pramana J. Phys. 84, 517–541 (2015)

3. Ashok, B., Hongray, T., Balakrishnan, J.: The charged bubble oscillator: dynamics
and thresholds. Indian Acad. Sci. Conf. Ser. 1, 109–115 (2017)

4. Ashok, B., Ananthakrishna, G.: Dynamics of intermittent force fluctuations in vesic-
ular nanotubulation. J. Chem. Phys. 141 (2014). 174905

5. Roopa, T., Shivashankar, G.V.: Appl. Phys. Lett. 82, 1631 (2003)
6. Roopa, T., Kumar, N., Bhattacharya, S., Shivashankar, G.V.: Dynamics of mem-

brane nanotubulation and DNA self-assembly. Biophys. J. 87, 974–979 (2004)
7. Cuvelier, D., Chiaruttini, N., Bassereau, P., Nassoy, P.: Pulling long tubes from

firmly adhered vesicles. Europhys. Lett. 71, 1015–1021 (2005)
8. Cuvelier, D., Derenyi, I., Bassereau, P., Nassoy, P.: Coalescence of membrane tethers:

experiments, theory, and applications. Biophys. J. 88, 2714–2726 (2005)
9. Mishra, B.K., Ashok, B.: Coaxial carbon nanotubes: from springs to ratchet wheels

and nanobearings (2018, submitted, under review)



Rethinking Branch Banking Network

Oscar Granados(&)

Department of Economics, Universidad Jorge Tadeo Lozano, Bogotá, Colombia
oscarm.granadose@utadeo.edu.co

Abstract. In recent years, banking services increased their digital services.
However, they still require physical attention to customers and there may not be
a definite extinction of the branches. Which is the best way to optimize the
branch banking networks in megacities? This document proposes an alternative
of branch banking network optimization, which uses genetic algorithms from
information on the multi-layers structure of mobility, transportation, crime,
cellular coverage, traffic and construction licenses. The results obtained define
those locations where it may be more appropriate to establish a branch, as well
as the need to merge or close other branches.

Keywords: Banking � City science � Complexity � Strategy

1 Introduction

The expansion of branch banking networks occurred during the second part of the
Twentieth Century in areas of greater commercial mobility or political institutions, but
not as much in those with highest population growth. The logic of branch networking
was to develop, initially, in commercial areas with high mobility frequency or business
centers. Later on, the evolution of the deregulation process changed the growth of
branch networks [1–3]. Banking institutions have built extensive branch networks
around cities to offer financial products and services, becoming part of the everyday life
of people and the city’s complexity [4, 5]. Therefore, banking has brought dynamical
patterns to those locations where the population lives, works, agglomerates and
interacts as a social structure [6, 7] because the presence of banks makes cities, and
probably, creates the founding points on the spatial organization and articulation of
production, services and markets [8].

How do banks define their branch network distribution? Scholars have different
standpoints about the efficiency assessment of banks [8–10] and bank branches [11–17]
with special attention to the DEA analyses. But, is the network a result of banking data?
Can the banks shape human trajectories? [18] Have the banking networks been car-
rying out their expansion process under the urban dynamics logic or human mobility
logic? To answer these questions, I proposed a complex system that integrates different
elements that were never visualized to build a branch banking network and evaluates
the evolution of these networks in megacities. My contribution through this work is to
provide a means of measuring the best location for branches in a banking network
based on city data criteria as a complement to the banking data. My focus is to explore
a new framework of analysis to develop strategies for branch banking network
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optimization, with an interaction among multilayer urban dynamics, to create more
productive banks and efficient cities, i.e. urban reinvention in a complex future [19–21].

The motivations for this research are as follows. First, Bogota is one of the most
important megacities in Latin America. Second, this document builds the efficiency of
branches on the path to the digital banking transformation. Third, this analysis includes
an assessment of the city’s big data impact over the optimization model. With this
motivation, this document has two closely related objectives. The first is to compute the
interactions of city dynamical characteristics such as traffic, crime, pollution, trans-
portation, mobile coverage and construction to identify the best business locations in
the city. The second objective is to determinate the optimal branch location as result of
these interactions and banking data. This document is organized as follows. Section 2
presents first, the dataset description to evaluate the characteristics of the city; and
second, the dataset of the position of the 905 branches of ten unnamed Colombian
banks. Section 3 provides the model, and Sect. 4 presents the results and the empirical
findings. Finally, Sect. 5 provides concluding remarks and suggestions for further
extensions of the work.

2 Data

The data such as transportation systems, urban traffic, construction licenses, crime, air
quality, cellular coverage and cell phone tracing, provide patterns of urban dynamics
and human mobility. These elements are potential sources of information for models of
daily activities in a city, as is the banking service sub-system. Some works develop a
similar proposal for other problems and objectives as an adaptive routing strategy [22–
24] but this work seeks to optimize banking networks. Using datasets from the Digital
Government of Colombia, the National Statistical System, the Local Government of
Bogota, and data from telecommunications companies and the most relevant banking
institutions, I show that my proposal allows for optimizing the branch banking net-
works in a megacity thanks to the synergetic effects between the urban dynamics and
human mobility. I define first, branch banking network as a sub-system that adapts to
the processes of the financial business and the interaction with the population, through
their services (see Fig. 1).

In consequence, the branch networks of ten banks were identified in a city with 10
million inhabitants. Four of selected banks belong to the same local financial holding,
but each one serves different market segments, the other three banks are subsidiaries of
international banks, another bank is a partnership between a local group and an
international bank, and the other two banks are mostly composed of local partners. Two
local banks were founded in the 1870s, the others were founded during the second half
of the 20th century. An international bank was established directly during the 1910s
and the others were established through the acquisition of local banks in different years.
The total branches of these banks in the city is 905, i.e., approximately 9.3 branches per
100,000 inhabitants or 14,4 per 100,000 banking customers.

Second, the datasets achieved to build six layers of multilayer methodology [25]
correlate them all in the city of Bogotá. These layers are: The station layer, which
represents the users of the transportation systems stations; the traffic layer, which
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represents the average speed zones for public and private transportation; the con-
struction layer, which is the result of the number of construction licenses by period; the
crime layer, which represents the number of crimes in a period of twelve months; the
air quality layer, which was generated from readings of twelve sensors scattered around
the city, taken hourly over the course of twelve months; the cellular coverage layer,
which was generated from the information of LTE coverage of the main mobile
operators (see Fig. 2).

Fig. 1. Branch Banking Networks. The branches of ten unnamed Colombian banks are the
points in the squared grid. This squared grid (B) represents the area of City of Bogota considered
in this present research. The area is divided into a squared grid with 400 cells.
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3 Model

As for the methodological approach, the model of this research was composed of two
parts: a city multilayer restriction analysis, and a genetic algorithm analysis. The first of
these parts was designed to identify and map a few relevant features of city, and the
second one allowed to identify an optimal branch banking network.

As a result, I consider Bogota an emerging market city, B and I discretize it into a
grid of size S � S. S is a squared grid. For the banking branches, I transport the
addresses into geographical coordinates and I locate the branches into the grid without
layers, as shown in Fig. 1. Layers L used the same grid B that represent the area of the
City of Bogota excluding the city’s rural areas. Some layers are static because this
works as a restriction, especially for those that require the infrastructure construction
and large temporal scales to change, such as cellular coverage, construction licenses or
transportation. On the other side, some layers are dynamic, and correspond to
restrictions with rapid changes such as traffic, air quality and crime. The restrictions
were encoded by matrices Ca(t) and represented by layers L1, L2, L3, L4, L5, L6 (See
Fig. 2) with different weighted combinations wa(t) as shown in Eq. 1:

C tð Þ ¼
Xn

a¼1

wa tð ÞCa tð Þ ð1Þ

The weighted combinations allow to build the overall layer, but is important to
establish that the static layers (L1, L2, L3) are represented by Cr(s) and the dynamic
layers (L4, L5, L6) by Cd(d). The weighting factor should be a function ranging between
0 and 1 accounting for the importance given to the different restrictions. The potential
result layer represents an example of the weighted combination of static and dynamic
restrictions as shown in Fig. 3a.

Fig. 2. City Layers. Each layer represents a restriction with different values for each one of 400
cells. Where the highest value is the red color and the lowest value is the gray color. The brown
color is rural area.

Rethinking Branch Banking Network 223



Additionally, the genetic algorithm is defined to optimize the branch banking
network, i.e., to obtain the best number of branches by bank, the best location of new
ones, the relocation of branches, or the best option to merge two or various branches.
This intelligent optimization system allows to define a more precise solution for a

Fig. 3. Branch Banking Networks Optimization Results. (a) Potential result layer, as a result
of weighted combination of L1, L2, L3, L4, L5, L6; where the high score location is the gray color
and the low score location is the red color. (b) The square grid shows the result layer with 905
branches of the ten selected banks, without applying the algorithm. (c) On the bottom grid, the
algorithm is applied considering the result layer, obtaining the branches that should be closed,
merged or relocated. In total, the branch banking networks are adjusted by 68 branches
optimizing the total network to 837 branches.
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complex optimization problem such as location [26–29] with dynamic and static layers.
For this, the branch banking networks are coded with interactions that are generated
from the layers, enabling a natural selection, where branch b is probabilistically
eliminated, due to a lower adaptation to a complex scenario that emerges from the
codified restrictions. The selected branches in a set of locations will be the least costly,
determined by the restrictions in t1 and their ability to survive and generate the next
generation of branches in tn. These branches will adapt to the guidelines that set forth
the restrictions, and to the expanding of digital services.

Each banking branch in the city is ranked in increasing order of fitness, from 1 to
N. The banks choose the expected value Max of the banking branch with rank N, with
Max > 0. The expected value Xv of each banking branch b in the city at time t is given by:

Xv b; tð Þ ¼ Minþ Max�Minð Þ rank b; tð Þ � 1
N � 1

ð2Þ

Where Min is the expected value of the banking branch with rank 1. In each
generation, the banking branches in the city are ranked and assigned expected values,
according to Eq. 2.

4 Results

The results will be presented following the two sections shown in this research. I will
first the potential result layer, developed for the integration of the weighted combination
of static and dynamic restrictions; and then, I will discuss the optimization algorithm
analysis carried out to evaluate the relations between the city data and the bank data, as
well as different options that emerged to optimize the branch banking networks.

In the first phase, with the incorporation of different city data, and defining the
weight of each layer, it was possible to assign a score to each of the 400 cells. This
score, which may vary according to the weight given to each layer depending on the
research interest, was the result of assigning equal weights to the six layers. However,
with small adjustments, not exceeding a 5% range in each layer, the results did not have
a significant deviation. The result layer shows a few low scoring locations that allow
banks to determine how important it is to be or not, in this location, or to look
for alternatives such as the construction of banking service clusters with other banks
(ex.: shopping centers). Additionally, locations with high scores allow banks to direct
their strategy by market segment, making the network more efficient.

In the second phase, I made interpolations between the available current data to
identify patterns and mechanisms of current branch networks, and I performed simula-
tions of branch banking networks to gain insights on which restrictions influence the
location to define a new branch, a branch relocation, or a merger of two or various
branches. These simulations allow for researching future plausible evolutions of the
branch banking networks. As result, I consider that each bank can define the best strategy
to create its branch network optimization as of the city’s transformation, digital service
evolution, and human mobility (see Fig. 3) because mobility and city design are
becoming increasingly interdependent and interrelated [5]. Second, the application of the
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algorithm optimized the network by 68 closures (Bank 1: 12, Bank 2: 17, Bank 3: 9, Bank
4: 8, Bank 5: 4, Bank 6: 5, Bank 7: 7, Bank 8: 3; Bank 9: 3, Bank 10: 0) and 10 relocations.
The closures are the result of branches very close to each other or a particularly low-score
location, and relocations are a result of branches with better cell score within the same
area. These results open perspectives for the future strategy of branch banking networks in
megacities because, in terms of complexity, it would be interesting to understand the
effect of having branch banking networks in cities with populations over 10 million [30].

5 Discussion and Conclusions

I have presented a strategy to define the best option for branch banking networks. This
document used a multilayer structure and a genetic algorithm to define the optimization
intelligence and show how to determine locations for the unnamed ten banks, and their
exact number of branches, considering the city’s evolution and the digital service
transformation. The conclusions of this research can be summarized as follows. First,
the document provides a better understanding of the characteristics of branch banking
networks for ten unnamed banks in a city with 10 million inhabitants. Second, some
banks depend on their business proposal upon low-scoring locations. Third, banks must
develop corporate banking and private banking centers for network optimization.
Fourth, banks must drive the largest number of branches for retail banking and small
and medium-sized company services. Fifth, banks can have consolidated clusters
between different banks in low score locations. Sixth, the application of this strategy
allows to banks define the optimal location for their branch network with the least
impact on their clients, in line with the digital transformation growth. Nevertheless,
certain cautions are in order here. This empirical analysis looks at city data and banking
data only for the year 2017. The banking business is determined by short term eco-
nomic conditions and may vary from year to year, yet, decisions on the number of
branches need to be based on multiple year data. Finally, the innovation progress may
change the branch personnel with new ATMs or other AI technologies, an option to
reduce costs and create an efficient banking network.
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Abstract. Repetitive, but not strictly periodic, trends in the temporal data can
present a challenge to the analysis of short-term patterns. Military examples of
such time-series include violence data or vessel detections. Empirical mode
decomposition (EMD) has been used across a variety of different fields such as
biology and plasma physics to deal with non-stationarities in the data. This
methodology enables separation of different modes intrinsic to the data and it
does not require a priori assumptions about time dependence of various data
sub-components, such as periodicity of variations. We show the application of
this methodology to two distinct types of data. The Afghanistan violence data
provided an example of a sparse, limited dataset. With EMD we were able to
identify a multi-year cycle, without the skewed trend in the vicinity of turning
points. In contrast, ship detection data for the Canadian West coast provide an
example of a large data set. Unfortunately, the analysis of the summary detec-
tion data led to the presence of noise limiting our ability to identify specific
patterns in the data. The analysis could be improved by geographically dividing
the data into a number of small areas and conducting separate analysis for each
area. Despite this, the EMD demonstrated its usefulness and applicability,
enhancing the analysis of these two datasets compared to more conventional
approaches.

Keywords: Empirical mode decomposition � Non-stationarities
Time series analysis

1 Introduction

Complex data, composed of multiple modes, are inherently difficult to analyze. There is
a variety of methods looking at the identification of patterns in imagery or radio signal
using various means of machine learning (e.g., [1] and references therein). This par-
ticular area is beyond the scope of this paper. Another example is time series capturing
dynamics of various phenomena in biological, physical, or social systems. Such data
often exhibit repetitive, but not strictly periodic, trends in the temporal domain; the
presence of near-periodic cycles can present a challenge to the analysis of short-term
patterns. Understanding of these patterns is important in order to be able to identify
correlations with various underlying drivers and to facilitate at least short term
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predictive analysis. Among the military examples of such time-series are security
incident data, such as roadside bombs and ambushes [2], or vessel detections [3]. For
instance, the analysis of weekly and monthly variations in Afghanistan violence data
was hampered by the presence of annual fighting cycle (ranging from 11 to 13 months)
[4]. In some cases such long-term trends can be removed in order to enable the analysis
of short-term dynamics; one such methodology employed on Afghanistan data was
multiplicative decomposition [2, 5, 6]. However, this methodology assumes exact
periodicity, and consequently did not work close to the turning points [4]. Another
example of annual cycles with slight variations from the 12-month period is the sea-
sonal aggregations of fishing vessels in particular areas [5, 7]. While the migrating fish
aggregate in particular areas around the same time, this migratory cycle can be influ-
enced by a variety of factors such as predator prey dynamics, climatic changes,
weather, sea currents, etc. [8].

Empirical mode decomposition (EMD) [9] has been used across a variety of dif-
ferent fields such as biology and plasma physics [10] to deal with non-stationarities in
the data. This methodology enables separation of different modes intrinsic to the data
and it does not require a priori assumptions about time dependence of various data sub-
components, such as periodicity of variations. Thus it provides a superior approach to
conventional methods of analyzing violence data [4]. In addition, it provides a venue
for the in-depth analysis of multi-scale dynamical properties of the data, such as self-
correlation or intermittency [11, 12].

In this paper we revisit the earlier analysis of the violence data in Afghanistan (for
completeness), and then we focus on the analysis of the temporal trends in the shipping
data off the West Coast of Canada. Understanding of long, and short-term trends in the
data can assist in the analysis of the pattern of life (POL) of shipping; this in turn can
help with both detection of anomalies for security and defence agencies, long-term
search and rescue (SAR) planning [13, 14].

The paper is organized as follows. In the next section we describe the EMD, and its
applicability to the defence and security data. Then we summarize, for the sake of
completeness, previously published analysis of the security incident data in Afghani-
stan. Finally, we present the analysis of the shipping data off the coast of Canada.

2 Empirical Mode Decomposition

Data describing dynamics of most real systems, whether natural or man-made, are often
multi-modal, and exhibit nonlinear, often repetitive while not strictly periodic, beha-
viour. This presents a significant challenge for the analysis, and necessitates employing
different analytical methods. Such methods should be capable of representing the
inherent complex multiscale nature of dynamical systems [10–12].

Traditional approaches in analysing military data rely on a priori assumptions
about the nature of the data, such as annual cycles. In reality, an a priori defined
function should not be used to build such a basis, as it can lead to the circular argument
about the nature of the data and the processes driving the data structure [6].

A limited number of adaptive methods are available for signal analysis, among
them being empirical mode decomposition (EMD) [9, 15], which serves as a
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complement to Fourier and wavelet transforms. The EMD method employs transfor-
mation basis defined a posteriori, from the decomposition method derived from the
data; it is intuitive and highly adaptive [6, 10]. The essential idea of the EMD is that
any time series can be written as the superposition of a small number of monocom-
ponent signals called intrinsic mode functions (IMFs), each characterized by a well-
defined frequency [10]. Unlike for Fourier analysis, the functional basis for the EMD is
intrinsic to the analyzed time series; since the modes are not necessarily periodic, it
works for repetitive time series without well-defined periods.

The EMD is obtained through a sifting algorithm [6, 10]: Let {tj} be the local
maxima of a signal X(t). The cubic spline EU(t) connecting the points {(tj, X(tj))} is
referred to as the upper envelope of X. The lower envelope EL(t) is similarly obtained
from the local minima {sj} of X(t). Then we define the operator S by

S Xð Þ ¼ X � 1
2

EU þELð Þ: ð1Þ

In the so-called sifting algorithm, the first intrinsic mode function is given by

I1 ¼ limn!1 Sn Xð Þ: ð2Þ

Subsequent intrinsic mode functions in the EMD are obtained recursively by

Ik ¼ limn!1 Sn X � I1 � . . .� Ik�1ð Þ: ð3Þ

The process stops when Y ¼ X � I1 � I2 � . . .� Im has at most one local maxi-
mum or local minimum. This function Y(t) denotes the local trend in X(t).

3 Security Incidents in Afghanistan 2006–2012

Dobias and Wanliss [4] analyzed security incidents in Afghanistan between 2006 and
mid-2012 (Fig. 1, left); in their study they compare use of the multiplicative seasonal
decomposition [2, 3] and the EMD to remove the near-annual trends from the data in
order to determine short term variations. In order to facilitate discussion, we are
including a brief summary of the findings here.

Fig. 1. Monthly security incident counts in Afghanistan 2006–2012 (left), and the seasonally
decomposed data (right) (reproduced from [6]).
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The multiplicative seasonal decomposition assumed a priori a 12-month cycle in
the data; this was imposed as a multiplicative factor on the data (Fig. 1, right, red line).
The seasonally corrected data (Fig. 1, right, blue) could then be analyzed for both short
and long-term trends. For instance, in reference [2] the authors used residual analysis to
extract variety of trends at several scales. However, because the annual cycle was
imposed on the time series, the decomposed data showed some behaviour around the
turning points that was the result of the cycle generally differing from exactly 12 month
due to external factors such as weather (shorter or longer winter, rain), or human-
imposed (deployment rotations, elections, or various legitimate or illicit harvest).

In contrast, the EMD (Fig. 2) did not assume a particular periodicity of the data.
Instead, it yielded a set of base functions. These were then analyzed using Fourier
transformation [4] to determine possible periodicity. This analysis revealed a set of
repetitive behaviours; the annual one was actually varying between 10 and 13 months
with the 12-month period being somewhat dominant. The latter finding justified post
hoc the use of the seasonal decomposition apart from the turning points. Furthermore,
there were also multi-year cycles identified in the data, as well as a number of mul-
timodal, short term cycles [4]. Of a particular interest was the fact that while the short-
term (days) spectrum was consistent with white noise, the medium to short-term
spectrum (weeks to months) exhibited 1/f noise consistent with the power-law distri-
bution [4], reinforcing earlier findings [16–18].

Overall, the paper demonstrates that the EMD can significantly enhance the
analysis of violence data and provide additional insights hidden from other method-
ologies [4].

Fig. 2. EMD of the security incidents in Afghanistan 2006–2012 (reproduced from [6]).

Empirical Mode Decomposition in Defence Data Analysis 231



4 Pattern of Life Analysis of Marine Shipping off the West
Coast of Canada

Understanding the pattern of life (POL) for shipping traffic in the coastal areas is very
important for law enforcement, national defence, and search and rescue (SAR) plan-
ners. Especially if the POL exhibits particular recurring trends, these could be used to
efficiently manage the resources dedicated to surveillance, enforcement, and SAR
throughout the year. For example, knowing that during a particular part of the year
there is an increased shipping density in certain areas would enable planners to allocate
needed resources to cope with any contingency situations. Understanding expected
behaviour also facilitates detection of potential anomalous behaviour [13, 14].

In this paper we address the POL off the coast of western Canada. The primary
source of the data is the unclassified Global Position Warehouse (GPW) database; the
primary sensor feeding into this database is the Automatic Identification System (AIS),
mandated under the UN Convention on the Law of the Sea (UNCLOS) for any vessels
over 300 GT, and any passenger-carrying vessels. The sources of AIS data are coastal
stations (that capture AIS near coast) as well as satellite-based AIS that have global
reach. In addition, many smaller vessels use AIS as well to facilitate safety and nav-
igation. The AIS data is supplemented by other sensors such as coastal radars, aerial
surveillance assets, and satellite imagery. Due to diversity of sensors, these will likely
have a spatio-temporal structure of their own; this structure might be desirable to
compare with the distribution of the detections. Once again, we have to reiterate that we
are not interested in identifying a specific pattern in any of the particular sensors; rather,
the purpose of our analysis is to identify overall patterns in temporal distribution of the
detections across all sensors.

While some of the trends can be estimated qualitatively from the general knowl-
edge of the area, its climatic conditions and weather, and marine life migration patterns,
these are typically rather coarse and do not maximize the benefits that can stem from
detailed understanding of the POL patterns and their drivers. Hence we attempt to
employ EMD to decompose the shipping data and identify spatio-temporal trends in
these data. The work presented here is preliminary, and represents a proof-of-concept
work rather than a comprehensive spatio-temporal analysis.

For the initial analysis we used all of the detections within the area spanning the
coast of West Canada, and reaching approximately 1000 km off shore. Overall there
were approximately 6 million detections within that timeframe (Fig. 3).

The EMD (Fig. 4) exhibits rather noisy behaviour in 2017–18. The long-term
component (residual) suggests that following a steady slow drop in the recorded
detection between 2014 and 2016 there was a fairly steep increase in the recorded data
between 2017 and 2018; this may have contributed to the observed noise in the data.
The shorter-term modes show occasional spikes. Since there was no apparent period-
icity observable in the data, we conducted spectral analysis of the nine lowest modes.

The spectral analysis (Fig. 5) confirmed the noisy nature of the data across all
scales. There appears to be very limited repetitive periodicity; most modes exhibit wide
power spectrum that suggest some repetitive behaviour ranging mostly between 1 and 4
months, and then spanning multiple years.

232 P. Dobias and J. A. Wanliss



However, the behaviour overall is dominated by noise. Interestingly, the noise does
not appear entirely random, and may exhibit some 1/f dependence typical for fractal
systems. This would be consistent with earlier analysis by Liu et al. [13]. However,
more detailed, and more geographically focus analysis would be required. Conducting
the analysis on a refined spatial grid might also lead to the reduction of the noise caused
by temporal shifts in increased traffic density between different areas.

In summary, the current analysis demonstrated a feasibility of using the EMD to
analyze temporal patterns in vessel traffic. However, in order to achieve better
understanding of these patterns, more spatially refined analysis would be necessary.
Using the summary data for a large geographical area led to the presence of significant
noise that seems to suppress any finer patterns. Hence, while there is some

Fig. 3. Ship detections off shore of western Canada between 2014 and 2018 binned by hour.

Fig. 4. Ship detections off shore of western Canada between 2014 and 2018 binned by hour.
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repetitiveness in the data, the clarity of observations at the level required for detailed,
especially predictive, POL analysis was impossible to achieve.

5 Summary and Conclusions

While the use of EMD for the analysis of violence data from Afghanistan provided
some valuable insights into the conflict dynamics and temporal patterns in violence
across the country for the analyzed period, the analysis of maritime shipping data was
not as successful. In order to fully benefit from the EMD for the latter, the data will
need to be divided into refined geographical grid to constraint analysis to limited areas.
This will enable us to avoid introducing cross pollution of the trends by different
timings of traffic density changes in different areas (e.g., slightly different times for
fishing seasons in different zones). In addition, it will likely be beneficial to analyze
track densities rather than detection densities to avoid problems with different sensor
coverage of different areas. However, the impact of the latter will likely be somewhat
reduced if the spatial grid is fine enough.

Overall, we have demonstrated that the EMD enables separation of different modes
intrinsic to the data and it does not require a priori assumptions about time dependence
of various data sub-components, such as periodicity of variations. Thus it provides a
superior approach to conventional methods of analyzing violence data. In addition, it
provides a venue for the in-depth analysis of multi-scale dynamic properties of the data,
such as self-correlation or intermittency. We show the application of this methodology
to two distinct types of data. The Afghanistan violence data between 2009 and 2013
provided an example of a relatively sparse, limited dataset. With EMD we were able to

Fig. 5. Spectral analysis for the nine lowest modes; the upper of the picture pair shows the IMF
while the lower shows frequency dependence of the power.
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identify a multi-year cycle, without the skewed trend in the vicinity of turning points.
In addition, the EMD isolated shorter time scales with distinct statistical behaviour thus
enriching the opportunities for analysis of drivers at different scales. In contrast, ship
detection data for the Canadian West coast provide an example of a very large data set.
In order to analyze patterns of life in certain areas, a discrete density function was
developed, and then the individual points were analyzed separately. A combination of
analyses of cumulative and binned density functions provide insights into seasonal
trends in the ship detections (and arguably shipping). The understanding of the various
scales on which the shipping density varies will enhance the ability to predict the future
likelihood of finding particular vessel types in certain areas, thus improving the effi-
ciency and effectiveness of employing different sensors. Overall, the EMD demon-
strated its usefulness and applicability, enhancing the analysis of these two datasets
compared to more conventional approaches.
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Abstract. Because of the inherent disconnect between the length of the pro-
curement cycle and the dynamic time scales of the security environment, future
military capability planning presents a unique challenge. The security envi-
ronment can change very rapidly, and the extent of the changes, and thus the
future environment, is potentially unpredictable. In contrast, the procurement
cycles responsible for the renewal of the capabilities are typically on the order of
decades. The traditional approach to capability-based acquisition consists in the
development of a scenario set representing possible futures, and then plan
capabilities to address the challenges presented by the scenario set. This
approach is based on an implicit assumption that the chosen scenario set is
sufficiently representative of all possible futures. Intuitively, if the scenarios are
selected somewhat randomly (i.e., there is no significant selection bias that
would eliminate certain futures), then a solution that works for the set of
planning scenarios, whether in optimization or capability scheduling sense, is
more likely to work for any feasible future. In this paper we examine this
assumption in a more systematic way and attempt to express likelihood that a
solution to a limited set of vignettes is a solution for all possible futures, at least
for some special cases.

Keywords: Planning scenarios � Modeling and simulation � Scenario selection

1 Introduction

Because of the inherent disconnect between the length of the procurement cycle and the
dynamic time scales of the security environment, future military capability planning
presents a unique challenge [1]. The security environment can change very rapidly, and
the extent of the changes, and thus the future environment, is potentially unpredictable
[2]. In contrast, the procurement cycles responsible for the renewal of the capabilities
are typically on the order of decades. The traditional approach to capability acquisition
consists in the development of a scenario set that is supposed to represent possible
futures, and then plan capabilities to address the challenges of the scenario set [3, 4].
This approach is based on an implicit assumption that the scenario set is sufficiently
representative of all possible futures, i.e., that a solution to this scenario set will be a
solution for any of the feasible futures. A similar approach, with a similar set of
assumptions, appears in almost any type of future planning, where the optimized
solution to unknown future is sought. Intuitively, if the scenarios are selected somewhat
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randomly (i.e., there is no significant selection bias that would eliminate certain class of
futures), then a solution that works for more of the planning scenarios, whether in
optimization or capability scheduling sense, is more likely to work for any feasible
future [2]. However, even for moderately complex systems, the number of possible
scenarios can be very large (or even infinite) [5].

There are multiple factors that drive the complexity of the problem at hand. Fur-
thermore, individual scenarios can be influenced at a variety of scales. For example, at
the geopolitical/strategic level, a set of possible force planning scenarios can be
identified [6]; since the future security environment cannot be predicted with certainty
there is an inherent uncertainty in the scenario selection. For each of the feasible
(plausible) future scenarios a variety of operational responses can be envisioned [4, 7].
At the operational level, scenarios can be further parametrized with different scope of
the problem (e.g., size of involved units) and various weapon and sensor characteristics
in order to produce vignettes with tactical level responses. Lastly, tactical level plan-
ning can be fine-tuned with detailed, physics-based models that provide highly realistic
simulation capabilities for weapons and sensor performance.

In this paper, we attempt to look at the scenario selection and the resulting com-
prehensiveness of the representation of the future in a systematic way without resorting
to massive scenario generation [8]. The strategic level (development of possible futures
and their likelihood) requires in-depth intelligence and strategic analysis and is not
addressed in this paper. However, the operational and tactical levels are addressed. We
look at the issue of selecting a set of operational vignettes, and determining critical
confidence bounds on parametric uncertainty based on historical source data. Then we
look at the tactical-level modeling, and especially at the issue of parameterization of
such tactical scenarios (e.g., modeling a range of sensor or weapon capabilities). We
look at the potential impact of a selecting a too limited sample on the potential con-
clusion that would be driven from an analysis.

The paper is organized as follows. First, an example of the operational level
confidence assessment using historical data is reviewed. In the real-world analysis this
step would set scene for the lower (tactical to low operational) level modeling and
analysis. An example of the latter is then addressed through an artificial vignette using
parametric modeling in an agent-based model. Typically, a number of vignettes would
be required to represent each strategic scenario. However, the one example here suffices
for the demonstration purposes. Finally, the results and their implications are discussed
in the context of potential future work for capability development.

2 Parameterization of Force Planning Scenarios

Government policy, departmental strategy and priorities, and an assessment of the
security and defence environment are top-down inputs that feed into the development
of a set of a strategic force planning scenarios [7]. These scenarios are expected to
represent the entire range of possible missions that a force structure will be expected to
accomplish. Individual scenarios are quantified with a specific set of capability
requirements. The force structure is then evaluated to determine if it can meet the
capability requirements for all scenarios [9]. A key step is to characterize the types of
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missions along parameters of interest and ensure that the appropriate range of activities
is covered off in the solution set. Scenarios are often categorized by scope, scale, role,
threat level, likelihood, consequence of failure, urgency, expected duration, and
capabilities required. Ordinal or categorical ranking may provide sufficient fidelity for
some parameterization.

In order to provide suitable evidence that scenarios are realistic, justifiable, and
sufficiently representative as a solution for any of the feasible futures, historical evi-
dence can be used to align past events with future planning scenarios in a bottom-up
approach. In some cases, it may be necessary to subdivide planning scenarios into
operational-level vignettes that either provide more detail than the strategic-level sce-
narios would ordinarily give or may be capability-specific. For example, a scenario
may focus on international emergency assistance in general, while vignettes for further
analysis may be developed for the assistance in particular locations.

While historical data is not strictly a predictor of future events and likely to miss-
estimate the likelihood of extreme events [10], it does provide a valuable starting point
for estimation of probability distributions for likelihood. Taking the example for flood
relief, incidents of severe flooding can be tracked over time. Assuming that the time
between event occurrences happens according to a Poisson distribution, then the count
of events (n) over a given interval (i) provides the mean frequency estimate (k). Given a
confidence level (a), the upper (kul) and lower (kll) central confidence intervals on the
mean can be estimated using the Neyman procedure (for a small number of events),

where X2ð Þ�1 is the inverse chi square distribution [11].

kll ¼
X2ð Þ�1 1þ a

2 ; 2n
� �
2i

kul ¼
X2ð Þ�1 1�a

2 ; 2 nþ 1ð Þ� �
2i

ð1Þ

Thus, a probabilistic estimate for the likelihood of the vignette can be estimated
with no prior knowledge of the sample population. In the cases where scenarios are
projecting forward to events that are dissimilar from all prior events, then subject matter
expert opinion is often sought to provide some justification for the likelihood of a
potential vignette. Vignette durations can also be constructed using probabilistic
methods. There are a variety of methods that could be applied, including random
sampling with replacement, simple two- or three-point estimation, or distribution fitting
using the maximum likelihood estimator procedure [12]. Once the maximum likelihood
vignettes are estimated, they can be translated into tactical vignettes that can be in turn
used to evaluate system performance for both human and technology aspects, intro-
ducing additional dimensions to the scenario sampling problem.

3 Ship Protection Against Asymmetric Threats: Parametric
Modeling

To address the impact of sampling on the outcome for a tactical scenario, we have used
a simple naval scenario of a vessel’s force protection against small boat swarms [13].
The modeled scenario considers a single frigate, moving at slow speed through a
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narrow navigation channel. The remainder of the area was assumed to be shallows of
insufficient depth for the frigate to traverse, while imposing no limitations on small
boats (civilian or threat). Such limitation is common in many coastal areas. We have
varied several parameters (specifically, the number of attackers, type, range and
effectiveness of weapons). Then we selected several subsets of obtained results, and
compared them to the overall results obtained across all modeled options.

The scenario implemented an agent-based model (ABM) called Map-Aware Non-
linear Automata (MANA) [14]. As an ABM, MANA represents a rather abstracted
version of reality. It is intended to analyze emergent behaviour across a large number of
repetitions rather than to provide an absolute assessment of systems’ effectiveness.
MANA entities (agents) can be assigned a variety of characteristics (speed, sensors, up
to six weapon systems, armour protection, communication capabilities, etc.). These can
differ between different agent states; for example, some sensors can be activated only if
an agent is fired upon, or if it received information about a possible threat from another
agent. MANA agents move within terrain features represented by an RGB (red-green-
blue) colour map of a bitmap file. Different colours represent various levels of pro-
tection, ease of movement, and concealment. The distances are represented in “points”
(pts) which are, in effect, pixels of the terrain bitmap [15].

The scenario was implemented as follows. A Blue (friendly) vessel moved along a
straight line across a 200 � 200 pts square area of water. No avoidance manoeuvres
were considered, as those would risk grounding the vessel [13]. Between 1 and 10 Red
(enemy) fast attack craft approached the Blue ship, using the civilian traffic (modeled as
25 randomly slow-moving neutral vessels) as a cover. Once in the vicinity of the target,
the Red vessels would accelerate to get within range to trigger on-board explosives.
Blue would warn any vessel crossing a predetermined distance threshold, with
approximately 80% probability that the message was received. The “refuel” capability
of MANA was used to model the communications; this was done earlier for crowd
modeling [16]. Upon being refueled, the agents would change their state. In the new
state the civilian boats would turn away from Blue, while the Red boats would
accelerate toward Blue. Blue had lethal (a gun firing in bursts of 6 rounds) and non-
lethal capabilities available. While the range of the lethal capability was further than the
warning point, Blue would not employ it against targets outside of the warning range
unless they were prior identified as hostile (and of appropriate threat level). The non-
lethal system was a generic system that could represent either a warning device or a
radio-frequency engine stopper, as its primary role was to convey a “do not approach”
message to the target vessel. The ranges and effective area of the non-lethal system
were parameterized (range from 10–70 pts in increments of 10 pts, and the effective
radius from 5–50 pts in increment of 5 pts). The parametric analysis was completed for
3, 5, 7 and 10 Red attackers. Blue would use non-lethal capability first; if the boat
continued approaching, then lethal force would be employed. It was also assumed that
two explosions were required to kill the Blue frigate; hence, a single Red boat could, at
best, damage the target.

First, we examined the variability of the number of Red attackers while keeping
weapons systems parameters fixed (Blue range equal to 75 pts for the lethal system,
with approximately 30% kill probability for a burst of six rounds, and a non-lethal
system with a range of 30 pts and the effects radius 25 pts). Table 1 shows the results.
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The probability of Blue getting killed increases along a sigmoid curve y ¼ 1:199�
0:005þ 1:199ð Þ= 1þ x2:548

83:150

� �
with R2 = 0.998. The middle section (between 2 and 7

attackers) can be approximated by a linear function. While other measures were
available, since the purpose of the study was to look at the dependence of scenario on
the parameterization rather than an actual operational advice, we determined that a
single measure was sufficient to examine here.

Hence, if either of the extremes (1 attacker, or 9–10 attackers) are removed, the
information about the diminishing return is lost. We have selected several subsets of
the full set of various attacker numbers ({2,3,4,5,6,7}, {1,2,3,4,5}, {1,3,5,7,9},
{2,4,6,8}, and {6,7,8} attackers). The slope for the trend in Blue killed varied from
0.09 for the upper part of the estimate {6,7,8} attackers to 0.14 for the lower part of the
curve. Selecting every other option provided very similar results to the overall trend for
the entire considered range. Similar observations can be made for the Blue hit numbers
as well, except the saturation point is reached sooner (for approximately five attackers),
and the variability in the slope is even greater, from 0.01 to 0.16.

Varying the range of the non-lethal system yielded a series of heat maps (the results
for the number of Blue kills) shown in Fig. 1. Clearly, the number of Red attackers was
the main driver, the range and area coverage had very little impact on the results.
However, the relative randomness of the results implies that the findings could be
somewhat dependent on the selection of the range/radius combination. For 3, 5, 7, and
10 attackers the distribution of the results is normally distributed (using Shapiro-Wilk
normality test [17]); the mean and standard deviation (r) values are in Table 2.
Selecting several sub-samples with limited weapons effects radius (25 and 50 pts. vs.
10, 20 and 30 pts., as well as ranges 20, 30 and 40 pts. versus 50, 60 and 70 pts)
revealed that, in this case, the results are completely independent of the sampling. In all
the cases, the mean was consistent with the results across all the parameters. So in this
instance the scenario sampling made no difference, and any sample would provide the
same answer for each of the selected numbers of attackers.

Table 1. Dependence of the Blue hit/kill on the number of attackers.

Number of
Red

Blue killed Blue hit Red killed Civilians killed
Mean Sigma Mean Sigma Mean Sigma Mean Sigma

1 0.00 0.000 0.21 0.041 1.0 0.000 0.00 0.000
2 0.08 0.027 0.44 0.050 2.0 0.000 0.00 0.000
3 0.21 0.041 0.47 0.050 3.0 0.022 0.00 0.000
4 0.34 0.048 0.44 0.050 3.9 0.035 0.00 0.000
5 0.48 0.050 0.42 0.050 4.6 0.066 0.02 0.014
6 0.64 0.048 0.31 0.046 5.2 0.098 0.01 0.010
7 0.77 0.042 0.20 0.040 6.0 0.126 0.01 0.010
8 0.85 0.036 0.14 0.035 6.4 0.150 0.00 0.000
9 0.93 0.026 0.06 0.024 6.6 0.185 0.04 0.020
10 0.95 0.022 0.05 0.022 7.0 0.174 0.00 0.000
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Finally, we have conducted an additional test for 3, 5, 7, and 10 Red attackers,
varying the single shot kill probability (SSKP) of the lethal weapon system from 2% to
30% per round. The results are shown in Fig. 2. The number of Blue killed declines
monotonically with the SSKP for all four options. For SSKP values greater than 0.18,
the number of Blue killed dropped to zero (within one standard deviation) for seven
and fewer attackers, thus rendering these options indistinguishable. Hence, the findings
noted in Fig. 1 would not hold for more lethal weapons. This implies that the number
of Blue killed depends on the range of the SSKP values used in the sample. If the
samples covered only the SSKP values at the minimum or maximum end of the
considered interval, the conclusions would differ substantially

Fig. 1. Dependence of the number of Blue killed on the range and area coverage of the non-
lethal system for (clockwise, starting top left) 3, 5, 7, and 10 attackers.

Table 2. Mean number of the Blue killed across all ranges and effects radii for different
numbers of attackers.

Number of
attackers

All options All ranges All ranges All radii All radii

Mean +=− r Radius (pts) (5,25) Radius (pts) (10,20,30) Range (pts) (20,30,40) Range (pts) (50,60,70)

3 0.19 0.04 0.19 +=− 0.03 0.19 +=− 0.04 0.19 +=− 0.04 0.19 +=− 0.04

5 0.49 0.05 0.51 +=− 0.04 0.50 +=− 0.05 0.50 +=− 0.05 0.49 +=− 0.05

7 0.77 0.04 0.77 +=− 0.05 0.77 +=− 0.03 0.78 +=− 0.04 0.77 +=− 0.04

10 0.95 0.03 0.97 +=− 0.02 0.96 +=− 0.02 0.96 +=− 0.03 0.95 +=− 0.03
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The most significant observation to note is that the range of considered parameters
needs to be chosen very carefully to cover all feasible options without generating
extraneous scenarios. In effect, we would need to run a series of experiments to find the
D-optimal design, which contains the best subset of all possible experiments [18],
under uncertainty.

4 Summary and Conclusions

In the previous sections, we looked at scenario selection and the resulting compre-
hensiveness of the representation of the future. First, we examined the basic parame-
terization required at the operational level to capture the characteristics of individual
vignettes and a methodology to determine their likelihood (and duration). We have
shown that if there is a historical precedent of a particular type of operation, a prob-
abilistic estimate for the likelihood and duration of a particular vignette can be esti-
mated with no prior knowledge of the sample population. In the cases where vignettes
are projecting forward to events that are dissimilar from all prior events, then subject
matter expert opinion need to be sought instead to provide some justification for the
likelihood of a potential vignette.

Then we addressed the issue of the parameterization of tactical vignettes. A simple
scenario looking at naval force protection against asymmetric threats was implemented
in an agent-based model called MANA. Selected specifications were varied to deter-
mine the dependence of the solution. The results demonstrated that some parameter
selection in the scenarios had the potential to significantly influence the findings. It
reinforced the requirement to carefully determine the ranges of feasible parameters,
especially in the case of complex interactions that are likely to lead to non-linear
dependence of the results on the parameters. Design of experiments methods, such as
D-optimal designs, could be utilized to select the parameters of interest and the nec-
essary range of values in order to minimize the scenario set used to represent the future
solution space.

Fig. 2. Dependence of number of Blue killed on the lethal SSKP for 3, 5, 7, and 10 attackers.
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1 Introduction

The doctrine of nuclear deterrence and a belief in its importance underpins many
aspects of United States policy; it informs strategic force structures within the
military, incentivizes multi-billion-dollar weapon-modernization programs within
the Department of Energy, and impacts international alliances with the 29 mem-
ber states of the North Atlantic Treaty Organization (NATO). The doctrine
originally evolved under the stewardship of some of the most impressive minds
of the twentieth century, including the physicist and H-bomb designer Herman
Kahn, the Nobel Prize-winning economist Thomas Schelling, and the preeminent
political scientist and diplomat Henry Kissinger. Following the collapse of the
primary U.S. nuclear adversary, the Soviet Union, however, the amount of schol-
arship dedicated to studying this important topic declined markedly. Since then,
the world has undergone many rapid transformations. Important new technolo-
gies, including the internet and artificial intelligence, have permeated all elements
of society and transformed the nature of everything from manufacturing to busi-
ness to combat. As the internet has connected people, business and investment
have connected nations and state economies have become deeply intertwined.
Because of this, the nature of international relationships itself has changed.

This year, the United States completed another Nuclear Posture Review. As
national leadership contemplates the role of nuclear weapons as part of our inter-
national political and military doctrine, it must now consider the changed nature
of the world and the ramifications of these changes. Deterrence has become
“cross-domain”, where conflict escalation dynamics that might lead to nuclear
use can also include cyber, economic, and space elements, interplaying with each
other in potentially complex and unanticipated ways. As the nature of strategic
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deterrence has changed, so must the approach to studying and developing deter-
rence doctrine. The technologies that have transformed society can also help to
simplify highly complex problems and, used properly, bolster our understanding
of the complicated interplay of forces that, whether unintentionally or through
deliberate policy action, we harness to shield the nation from an act of nuclear
aggression by an adversary state. Our team of researchers is developing a capa-
bility that leverages the remarkable power of the internet and advancements in
machine learning to study nuclear deterrence in a new, data-driven way, using a
war game conducted online that explicitly ties back to academic conflict research.

Soon after the advent of the Cold War and building on work begun in RAND
and academia, military planners adopted war games as an approach to under-
standing conflict escalation dynamics that might lead to the use of a nuclear
weapon [1]. Although criticized for lacking in scientific rigor in their design, exe-
cution, and analysis [2], war games provide an approach to prepare for events
that have little historical precedent, such as nuclear conflict. These games can
incorporate both computer models and human decision makers. Scenario-based,
they can be useful for exploring available options within a given hypothetical
event, including options that might not occur to an analyst outside of the game
framework [3]. While such exploration is valuable, quantitative post-game analy-
sis is made difficult by the typical game format, which limits the number of plays,
the number of players involved, and the ability to capture data in a reproducible
way. Specifically, the circumscribed number of turns within a war game yields
small data sets not suitable for statistical analysis; the small player base leads
to outcomes biased by the individual expertise and personalities of the players
themselves; and data may be captured imperfectly in the form of written nar-
ratives by human rapporteurs. Because of these limitations, results are typically
not analyzed across multiple wargames, although recently there has been some
effort to comprehensively compare decisions made within wargames to decisions
that the public would make regarding the willingness to use nuclear weapons.
In general, war gaming is more useful in illuminating tactical approaches within
a given escalation scenario than it is in informing broader strategic decision-
making and the effects of particular policies on the dynamics of conflict. As
such, a strategic nuclear deterrence architecture is difficult to examine compre-
hensively using a typical war gaming approach.

For a quantitative approach to analyzing the effects of an overall doctrine on
conflict outcomes, we turn to the academic literature. Professors in the fields of
policy and international relations study the effects of particular policies and con-
ditions on the likelihood of conflict between states using the Militarized Interstate
Disputes (MIDS) data from the Correlates of War Project (correlatesofwar.org),
which comprises a database of data on conflict, political alliances, military and eco-
nomic strength, trade, and other indicators going back around 150 years. Exten-
sive statistical analysis, typically linear regression analysis, has been performed on
this data in publications spanning multiple decades (and drawing mixed conclu-
sions about correlations between and among the variables). While this approach
to analyzing war is more quantitative (and thus reproducible) than war gaming,
it also suffers from drawbacks. First, though data capturing the same parameters
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across multiple conflicts is available, the MIDS data does not include all the meta-
data contributing to a given decision leading up to a conflict, and thus may leave
crucial information out of the analysis. Second, the data is encoded in dyad-years,
which leads to two distinct problems: long conflicts (the Korean War is an example)
make outsized contributions to the sample; and the analysis only accounts for rela-
tionships between pairs of states (dyads), when in fact conflicts and the decisions
surrounding them often involve networks of multiple states. Third, when studying
nuclear escalation dynamics, data from purely conventional wars are inadequate to
the job. Finally, more generally, this type of analysis is simply too broad and high-
level to apply to strategic deterrence and to study potential escalation dynamics
within a given deterrence framework.

In order to comprehensively and quantitatively study nuclear deterrence and
conflict escalation that might lead to the use of a nuclear weapon, we have
formulated an approach that combines the strengths of a war game (including
the ability to explore a broad decision-space, record interactions among multiple
players, and examine decisions in real time, capturing the available metadata)
with the reproducible, mathematical methodology of the conflict literature. We
propose to use an online computer war game that enables us to explicitly track
and store data in a way analogous to the Correlates of War Project, potentially
allowing us to compare analysis of war game data directly to academic research.
In addition to MIDS variables, however, this would create the opportunity to
track other variables of interest at our discretion, and to record metadata in the
form of player conversations through a built-in chat feature. Using the online
format, we would have the ability to expand or contract our player base as
desired, broadening the player demographic to gather large datasets across a
diverse knowledge and experience base for purposes of statistical analysis and
to explore the full parameter space, while also maintaining the ability to limit
particular game instantiations to one or more select groups of players, such as
subject matter experts in the area of nuclear policy or military strategy.

Such a game might comprise a virtual world of states that occupy territory on a
virtual landscape, control resources, and have the ability to trade with each other
or enter into conflict with each other, both conventional and nuclear. Trade and
conflict would be incentivized by an uneven distribution of resources among states.
Players would have some goals, or “victory conditions”, in common, but individ-
ual players would also have unique, hidden victory conditions, meant to capture
the unique motivations of different states in the real world. The game would be
designed to explicitly capture data on MIDS variables such as trade, alliance, mil-
itary and economic strength, and geographical contiguity. In addition, we would
design features into the game to capture important elements of deterrence such as
signaling interactions between states, as well as allowing for uncertainty in both
signaling intentions to other players and in success, should one player choose to
attack another. We plan to use such a game to explore specific research questions,
while at the same time populating a database with MIDS-like data that can be
analyzed retroactively using statistical methods, including modern methods from
the discipline of data analytics, and even compared to real-world data from the
Correlates of War Project. The database would be made freely available to the
public, for use by academics and analysts performing conflict research.



248 L. Epifanovskaya et al.

2 Proof of Concept

Before embarking on a new war game design, and in order to demonstrate the via-
bility of our proposed approach, we performed some preliminary analysis. There
were three primary questions that we intended to answer before proceeding:

– What do experts on deterrence and nuclear policy think of our approach?
Will the results of our proposed war game be valuable to them?

– Is there good reason to expect that data from online games is valuable in
evaluating real-life problems?

– Can we use data that we already have from an online game, perform some simple
analysis, and draw preliminary conclusions about the viability of online game
data in general to answer the questions that we’re interested in answering?

To answer the first question, we talked to multiple experts in the areas of
international relations, deterrence, and nuclear policy. With one exception, we
were encouraged by all to pursue the development of the war game as a way
of supplementing existing data and methods of studying the deterrence prob-
lem. The dissenting expert considers clarity in the deterrence problem to be
antithetical to deterrence itself; essentially, the more ambiguity and uncertainty
that exists concerning states’ willingness and intent to use nuclear weapons,
the better nuclear deterrence works. The others opined that clarity in signaling
intentions and objectives only helps to strengthen a deterrence posture; that
data relevant to the deterrence problem are needed and would be valuable to
academics; and that data from a war game would be a useful substitute for
real-world conflict data.

To address the second question, we looked at academic research that explores
the relationships between online and real-world behaviors, and thus the useful-
ness of virtual worlds in studying real-world problems. Unsurprisingly because of
the huge potential for internet-based experiments as a source of data for behav-
ioral experiments, this is an active area of academic inquiry. In one investigation,
researchers assessed the Big-5 personality traits (openness to experience, con-
scientiousness, extraversion, agreeableness, and neuroticism) of 1,040 World of
Warcraft Players and examined parallels between these traits and player behav-
ior in the online game [4]. In this work, statistically-significant correlations were
found between online behavior and player personality traits. As an example,
extraverted players tended to exhibit extravert behaviors in the context of the
games, such as frequently collaborating in groups. Another study found real-
world patterns in economic behaviors in an online game context [5]. In general,
participants in Massively Multiplayer Online Games (MMOGs) such as World of
Warcraft tend to demonstrate significant investment in and emotional connection
with their online avatars, which become a reflection of the players themselves.
Emergent, complex social behaviors are often observed in the game context, such
as long-term acts of in-game espionage conducted against virtual adversaries [6].

Finally, having addressed the first two questions, we performed a prelimi-
nary proof-of-concept using 739 days of online game data gathered as part of
an earlier, unrelated research effort. The game in question is a browser-based
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game which will be referred to here as Game X, and which is premised on a
virtual world in which players can perform several actions that emulate real-
world behaviors, such as purchasing things of value, forming alliances and trade
relationships, and engaging in conflict (See Appendix A for more details). The
purpose of our analysis was to take actions performed over the two years of data
gathering and “operationalize” them: map them to variables in the Correlates
of War database, and then directly apply the methodology from a single, simple
example paper from the academic conflict literature to see how the online results
compare to the real-world results from the paper. The paper chosen was Pro-
fessor Katherine Barbieri’s 1996 article Economic Interdependence: A Path to
Peace or a Source of Interstate Conflict? [7] Though the methodology employed
by the paper has detractors within the international relations community, the
purpose of our effort was not to draw conclusions about economic interdepen-
dence and conflict; but rather to demonstrate that analysis of online game data
can be compared directly to results from academic research.

The Barbieri paper evaluates 14,341 dyad-years (a dyad is a two-state rela-
tionship, and a dyad-year reports data for that relationship in a given year)
over the period 1870-1938. The primary explanatory variables used in her anal-
ysis are salience, an indicator of the importance of the trade relationship to
the dyad; symmetry, which attempts to quantify the difference in importance
of that relationship between the two partners, and interdependence, which mea-
sures salience and symmetry together. The salience and symmetry variables are
derived using trade share, a measure of trade between the dyad compared to the
overall amount of trade conducted by a partner within the dyad.

Trade Sharei =
DyadicTradeij
TotalTradei

(1)

Salience = Sqrt(TradeSharei ∗ TradeSharej) (2)

Symmetry = 1 − |TradeSharei − TradeSharej | (3)

Interdependence = Salience ∗ Symmetry (4)

Again, the purpose of the analysis here is not to support or critique the
author’s methodology, but simply to duplicate it and compare the Game X
analysis to the results of the article. In addition to these explanatory variables,
several control variables were used in Barbieri’s regression analysis, such as con-
tiguity, alliance, and capabilities ratio. Our analysis included a contiguity indica-
tor, in which lack of contiguous properties held by two guilds (the game version
of sovereign states) was encoded as “0” and existence of contiguous properties
was encoded as “1”. Alliance was coded as “1” if neither guild in a dyad had
designated the other as a foe, and “0” otherwise. In lieu of capabilities ratio we
used combat strength ratio, economic strength ratio, and size ratio, since these
indicators were measured and tracked individually within the game context. The
capabilities ratio variable from the Correlates of War Project is a relative mea-
sure of the Composite Index of National Capabilities (CINC) scores of the states
within a dyad. The CINC score is based on the population, urban population,
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iron and steel production, energy consumption, military personnel, and military
expenditure of a state.

The analysis presented here used a linear mixed effects regression model, run
using the lme4 package for R. The results are best compared to Barbieri’s Full
Model of Militarized Disputes, which included all of the explanatory variables in
the model, and modeled all dyadic disputes, not just major wars. Our analysis
similarly includes all disputes between pairs of guilds.

Table 1. Comparison of Game X linear regression coefficients to those from
Dr. Katherine Barbieri’s 1996 paper Economic Interdependence: A Path to Peace or a
Source of Interstate Conflict?

Variable Game X Barbieri

β SE p β SE p

Salience 463.27 131.95 <0.001 −22.64 6.69 ≤0.01

Symmetry 16.01 4.33 <0.001 −4.46 0.80 ≤0.01

Interdependence −490.88 140.78 <0.001 26.60 7.28 ≤0.01

As seen in Table 1, the correlations between the explanatory variables and
the dependent conflict variable reported in the Barbieri paper do not agree with
those from the Game X analysis. A large, positive value of both salience and
symmetry from the Game X analysis indicate that the more important trade
relationships are between guilds, and the more symmetric they are between the
trading partners, the more likely those guilds are to enter into conflict with each
other (although the mathematical definition of these variables within the context
of the article may not be the ideal way to capture these two quantities). Similarly
to the Barbieri paper, interdependence reflects an opposite correlation to conflict
to that of both of its composite variables (unrealistic but logical given the way
that the variable is defined mathematically). As in Barbieri’s paper, salience is
a stronger indicator than symmetry of conflict likelihood.

From this analysis, it is unclear why opposite conclusions emerge about the
relationships between the dependent and independent variables from Game X
and Barbieri’s work. She includes the joint democracy control variable in the
regression, which the Game X data does not account for, but which is not a
strong predictor of conflict in her model. The Barbieri paper is not explicit
about the regression methodology used, further complicating the comparison.

3 Conclusions

In the 20 intervening years between the publication of Economic Interdepen-
dence: A Path to Peace or a Source of Interstate Conflict?, much work has
been published in academia on the relationship between economic interdepen-
dence and conflict disputing the article’s methodology and results and suggesting



Nuclear Deterrence 251

that the relationship may not be as simple as a negative or positive correlation
between trade volumes and military disputes. If we are to continue to explore
correlations between conflict and MIDs variables in future work, we would like to
redefine the explanatory variables from the paper, include additional variables
that capture important interstate relationships, and improve upon the simple
linear regression techniques used to identify correlations. However, the purpose
of this study was not to analyze the relationship between trade and conflict, but
to demonstrate that online game data can be operationalized in such a way as to
make direct comparisons between it and data from academic research. This we
have successfully done, although if we want to make future direct comparisons
between academic literature and online research, we will need to explore ways
to quantify all of the variables, such as joint democracy, that are included in
the academic analysis. This is something to think about explicitly as we move
forward with our online game design. A game that explores nuclear deterrence
will need to explicitly capture nuclear conflicts and nuclear capabilities, and will
preferably also capture variables that are highly relevant to interstate relation-
ships in the modern age but are not explicitly included in Correlates of War,
such as foreign direct investment, which today constitutes a much larger per-
centage of interstate economic interactions than trade [8]. Ideally, variables such
as capability ratio would also capture important modern capabilities such as
competency in cyberspace.

The time for renewed and energetic study of strategic nuclear deterrence is
now, and our team of researchers from academia and the national laboratories
is applying itself to that study with a full complement of modern methods. By
leveraging the lessons of several decades of war gaming, applying the quantitative
constructs of academia, and harnessing the data-gathering power of the internet
coupled with state-of-the-art techniques in artificial intelligence, we hope to pro-
vide national decision makers with an empirical tool to inform nuclear deterrence
policy deliberations, including future Nuclear Posture Reviews.

A Appendix: Description of Game X

Game X is a browser-based exploration game which has players acting as adven-
turers owning a vehicle and traveling a fictional game world. There is no winning
in Game X, rather players freely explore the game world and can mine resources,
trade, and conduct war. There is a concept of money within Game X, which we
refer to as marks. To buy vehicles and travel in the game world players must
gather marks. There is also a vibrant market-based economy within Game X.

Players can communicate with each other through in-game personal mes-
sages, public forum posts and chat rooms. Players can also denote other players
as friends or as hostiles. They can take different actions, such as: move vehicle,
mine resources, buy or sell resources, build vehicles, products, and factory out-
lets. Players can use resources to build factory outlets and create products that
can be sold to other players.
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Players can also engage in combats with non player characters, other players,
and even market centers and factory outlets. They can modify their vehicles to
include new weaponry and defensive elements. Players have “skills” that can
impact their ability to attack/defend.

A.1 Groups in Game X

There are four types of groups a player may belong to. Table 2 summarizes the
properties of these. Of these, guilds are the most pertinent to our study.

Table 2. Summary of properties of the groups in Game X

Nation Agency Guild Race

Number: Fixed, 3 Fixed, 2 Dynamic, Many Fixed

Membership type Open Open (req’s) Closed Open

Modifiable Yes Yes Yes No

Guilds allow members to cooperate to gain physical and economic control of
the game world. Guilds are comprised of a leader and a board who form policy
and make decisions that impact the entire guild members. Guilds can be created
by any player once they have met the experience and financial requirements.
Guilds are closed – players must submit an application and can be denied of
membership.
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Abstract. MIT City Science Group (CS) studies the interaction of
social, economic and physical characteristics of urban areas to under-
stand how people use and experience cities with the goal of improv-
ing urban design practices to facilitate consensus between stakeholders.
Long-established processes of engagement around urban transformation
have been reliant on visual communication and complex negotiation to
facilitate coordination between stakeholders, including community mem-
bers, administrative bodies and technical professionals. City Science
group proposes a novel methodology of interaction and collaboration
called CityScope, a data-driven platform that simulates the impacts of
interventions on urban ecosystems prior to detail-design and execution.
As stakeholders collectively interact with the platform and understand
the impact of proposed interventions in real-time, consensus building
and optimization of goals can be achieved. In this article, we outline the
methodology behind the basic analysis and visualization elements of the
tool and the tangible user interface, to demonstrate an alternate solu-
tion to urban design strategies as applied to the Volpe Site case study in
Kendall Square, Cambridge, MA.

1 Introduction

In an era when more than 50% of the world’s population lives in cites and more
than 80% of the global GDP is generated in urban centers, cities are becoming
increasingly important for societal well being. Global populations are urbanizing
at unprecedented rates and scales, mandating the need for urban planning and
design practices that are scalable, streamlining much of the decision-making pro-
cesses. Long-established urban planning practices, which are heavily reliant on
institutional capacity and complex procedures, are falling short of the demands,
resulting in single-use, auto-centric development patterns, and environmental
degradation. However, collaboration tools that are widely accessible and provide
evidence-based feedback, can greatly improve urban management processes.

Design and analytical tools such as CAD and GIS were developed for
single-user professionals, and as such, feature limited capabilities for interaction
c© Springer Nature Switzerland AG 2018
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(mainly mouse, keyboard and screen)[16]. Subsequent design and technology pio-
neers developed alternative interfaces that facilitate a more collaborative process
of urban design, aided by computation and data analytics. In the early 2000s, a
series of projects developed Tangible-User Interfaces (TUIs) for real-time design
and collaboration. The Augmented Urban Planning Workbench [8], The Clay
Table [9], The I/O bulb and the Luminous Room [19] mixed traditional and com-
putational design processes using TUIs augmented by computational analysis.
Larson’s ‘Louis I. Kahn - Unbuilt Ruins’ exhibition [12] utilized location tagged-
building objects to allow users to localize themselves and navigate through a
virtual built environment. These experiments all provided TUI innovations and
proof-of-concept which eventually enabled the development of a more scalable,
versatile platform for collaborative evidence-based urban planning.

In the past few years, the MIT City Science Group has been develop-
ing CityScope, a TUI platform that aims to reduce much of the coordination
and collaboration challenges associated with traditional planning methodologies.
CityScope facilitates consensus building through a participatory process, which
allows community members, local authorities and design professionals to under-
stand challenges, explore alternatives and receive real-time feedback in response
to proposals and/or interventions. The system provides a framework to discuss
the potential impact of proposals and policy interventions. It has three pri-
mary objectives: (i) to visualize complex urban data and the inter-relationships
between urban systems, (ii) to simulate the impact of urban interventions and
(iii) to support decision making in a dynamic, iterative, evidence-based process
using a tangible interface.

The paper is organized as follows. Section 2 describes the main urban perfor-
mance indicators incorporated into the CityScope platform. Section 3 describes
a use case for the CityScope platform on the Volpe site. Finally Sect. 4 con-
cludes the paper with a discussion of the strengths of this approach and the
opportunities for further development.

2 Urban Performance Indicators

As shown in Fig. 1 CityScope includes three core modules: (i) a physical 3D
model, (ii) a tangible interactive interface for interventions and (iii) a computa-
tional analysis unit with a feedback system. In this section we focus on describing
the urban performance indicators shown in Fig. 3. The computational analysis
unit uses a number of tools to calculate a range of performance metrics as out-
lined in this section and produces feedback in the form of both spatial metrics
and abstract statistics, which have been implemented using different software
tools including Rhino [1], GAMA platform [6] and Unity [16].

Examples of spatial feedback include, but are not limited to, agent-based
models for transposition and mobility information, visual graphs and heat-maps
for proximity of residences to workplaces, and collision potential for interaction.
The spatial feedback is mapped onto the 3D model using an array of vertical
projections. The abstract metrics include global metrics of urban performance in
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Fig. 1. CityScope Volpe: a data-driven interactive simulation tool for urban design.

relation to density, proximity, diversity, energy usage and innovation potential.
These metrics are displayed using visual tools such as radar plots and bar plots
and are displayed on a vertical screen as shown in Figs. 1 and 2. The combination
of the tangible user interface and the real-time feedback systems allows users
and stakeholders to collaborate more effectively by collectively performing rapid
experimentation and receiving data-driven feedback.

As Jacobs describes in [3], fundamental correlations exists between urban
form and urban performance - including quality of life, vibrancy, and safety.
In this work, urban performance is analyzed and described in terms of social,
economic and physical attributes or metrics, which are categorized under the
headings of Density, Diversity, Proximity, Mobility, Building Energy and Inno-
vation Potential [10]. This research is focused on understanding how these urban
indicators interact to support well functioning urban ecosystems. The rest of this

Fig. 2. Abstraction process from the actual urban area into an interactive LEGO model
which interfaces with mathematical models and simulations.
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section describes the calculation of some of the key indicators used for real-time
feedback in CityScope.

2.1 Density

Cities can be understood as the right ratio between housing, commercial space,
retail venues, cultural institutions, and other amenities. This ratio must be cal-
ibrated to ensure positive outcomes resulting from increased density (greater
exchange of ideas, higher wages, more employment options, better amenities,
etc.), but with fewer negative outcomes such as traffic congestion, stress, loss
of contact with nature, pollution, etc. [7]. The density of each building type or
population (eg. amenities, residences, employment) can be computed as follows.

Densitym =
|M |
A

M = set of occurrences of m in district
A = area of district

2.2 Diversity

Well balanced urban ecosystems require a diversity of social, economic and spa-
tial characteristics to ensure high levels of urban performance and resilience.
The Diversity index is assessed using the Shannon-Weaver formula or [11] Bal-
anced Ecosystem index: Quantitative measurement that reflects how many dif-
ferent types (species) there are in a dataset (community/ecosystem), and simul-
taneously takes into account how evenly the basic entities (individuals) are dis-
tributed among those types.

H = −
S∑

i=1

pilnpi

H = Shannon’s diversity index
S = total number of species in the community (richness)
pi = proportion of the population made up of species i

2.3 Proximity

Urban proximity is used to assess the accessibility and closeness indexes between
social, economic and physical activities and characteristics of urban environ-
ments [18]. Higher performing future cities will likely resemble networks of com-
pact urban districts where resources and amenities of daily life are in close prox-
imity to one another in walkable, vibrant communities [20].

CityScope can be used to test such adjacency scenarios, with near real-time
feedback as parameters are changed through iterations. Metrics include walk-
able access to parks, housing, jobs, mass transit, schools, amenities, and other
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parameters, depending on the context. For a given ’goal object’, a proximity
metric for a district can be calculated as follows.

Closeness to SM = (
∑

jεBi

dist(j, closest(j, SM)))−1

Bi = Set of blocks in district i
SM = Set of “goal” objects (Parks, Residential, Office . . .)
dist(a; b) = Geographical distance between two elements’ centroids a and b
closest(j;Y ) = Geographically closest element in set Y from block j’s centroid

2.4 Mobility

The use of Agent Based Modeling (ABM) in CityScope allows for the rapid
exploration of mobility alternatives to private automobiles, including shuttle-
on-demand systems, bike-sharing, on-demand autonomous vehicles, and other
mobility strategies that enable an increase in density without traffic congestion
and land-uses for vehicle storage. A model which simulates an artificial micro-
environment and reacts to changes in land-use and mobility modes is used to
explore mobility patterns. The model is described more in detail in [4]. The
impacts of urban mobility can be quantified in a number of ways. For example,
given a set of mobility patterns estimated from an ABM or an econometric
approach, the total mobility energy can be calculated as follows:

Em =
∑

m∈M

∑

l∈L

vm
l sle

m

Em = Total mobility energy
M,L = The set of all transport modes and road network links respectively
vm

l = The number of vehicles of mode m that travel on link l
sl = The length of link l
em = The energy usage per unit distance traveled by mode m

2.5 Building Energy

Energy Consumption is calculated for structures within the the area of inves-
tigation using data about building envelope performance, building orientation,
estimated embodied energy, and land-use information. CityScope aims to pre-
dict how overall energy consumption of the buildings will change given different
urban configurations at preselected times of the year. The model uses a combi-
nation of building use, height, and proximity to adjacent structures (to account
for solar gain) to determine the overall energy efficiency of the buildings within
the area under consideration.

The index of energy efficiency is then found by dividing the total energy
metrics of the buildings by the total energy input. [2,17]

Energy Efficiency =

∑
(Useful Energy Output)
∑

(Energy Input)
× 100%
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2.6 Innovation Potential

The ABM models enable the study of innovation potential in the city by creat-
ing a spatial graph where the agents are the node of the graph and where the
edges are formed when an agent is close to one another. This graph is used to
compute metrics such as density, degree distributions, correlations and centrality
to indicate the likelihood of innovation in the city. [10] It is proposed that the
total innovation potential in a district is related to the total collision potential
between agents of different demographic groups. This collision potential can be
defined as follows:

CA,B ∝
∑

a∈A

∑

b∈B

δa,b ∀A,B ∈ D

where

δa,b =

{
1, if st

ab < smax for any time, t

0, otherwise

CA,B = The collision potential between demographic groups A and B.
D = The set of all demographic groups under study
st

ab = The distance between agent a and agent b at time t
smax = The maximum separation distance for interaction potential

3 MIT- Kendall Square Case Study

Over the past 20-years, Kendall Square in Cambridge, MA has undergone
an extreme transformation as a result of the emerging biotech industry and
knowledge-based economy,largely driven by the proximity to MIT and Harvard.
Although workers in and around Kendall Square could benefit from living close-
by, a limited housing stock and high land values make most residential oppor-
tunities in the area out of reach for young professionals, families, and seniors.
With a residential density of only 3,000/km2, most people who work in Kendall
Square commute long distances each day at the cost of energy and time. Afford-
able housing incentives for developers are inadequately promoting the necessary
range of housing options, and the zoning ordinance has overly restrictive land-
use requirements [14]. Parallel to low residential density there is great scarcity
of services, amenities and 3rd-places, such as coffee shops, restaurants and bars,
which tend to indicate the urban vitality of a place [13].

CityScope Volpe platform was built to investigate the redevelopment of the
14-acre D.O.T facility recently purchased by MIT. The physical 3D model is
built using LEGO and covers a region of 1 km× 1 km at a scale of 1:762 m; one
4× 4 LEGO tile represents a 26.7× 26.7 m area. The abstraction provided by the
model helps avoid high levels of detailed building-form and urban-design, allow-
ing users to focus on the land-use and planning aspects of the urban environment.
In addition, LEGO models provide a tangible interface easy to maintain, redesign
and manipulate.
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The TUI interactive section is integrated into the modeled surroundings to
represent the area under development, Volpe site in this case as shown in Fig. 2.
This intervention region utilizes CityMatrix [21], a CityScope tool designed to
allow users to modify land-use and urban density by manipulating predefined
physical pieces of LEGO tiles. Interchangeable tiles can represent different land-
uses ranging from roads, parks, amenities, residential or office buildings. City-
Matrix includes a physical UI components with sliders and toggles to change
the building height and switch between alternative mobility modes. When users
add or move these pieces, sliders, and toggles, they reshape the design of the
urban area under study. These modifications are recorded and passed to the
computational analysis unit in order to provide real-time feedback to the user.

Fig. 3. Urban performances indicators of the district updates in real-time: density,
diversity, proximity, mobility energy per person, social wellbeing (walkability, access to
parks, etc.), and innovation potential (probability of creative collisions).

4 Conclusion

CityScope platform developed by City Science group at the MIT Media Lab
leverages data-analytics, computation, visualization methods and an intuitive
interface, to offer advantages over traditional planning and urban design prac-
tices. It allows for the rapid assessment of urban interventions which incorpo-
rates analytical and visualization components to enable dynamic or iterative,
evidence-based decision making between traditionally siloed stakeholders rang-
ing from community members and government officials, to domain experts and
technicians. These intuitive data-visualizations help to simplify complex urban
systems for users of varying disciplines and levels of expertise. The combination
of a tangible user interface and real-time feedback facilitate consensus-building
through collaborative experimentation allowing multiple stakeholders to address
a wide range of interests simultaneously. Finally, the analysis and models which
underly the feedback allow the planning process to become more transparent,
data-driven and evidence-based.
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Since early 2016, the Volpe platform has been used for numerous daily demon-
strations, workshops and interactions with both the MIT community and deci-
sion makers. The interactions are being used to understand user reactions to the
interface, as well as the underlying analytics behind the results. Thus far, the
system has been adjusted on an ongoing basis to improve user experience. The
next step of the research will be to conduct controlled workshops to verify the
UI as well as the analytical components of the tool. In addition to the Volpe
table, the CityScope platform has been developed and refined through a series
of deployments in cities around the world that make up the growing City Sci-
ence Network [5,15]. Cities include Shanghai, Helsinki, Hamburg and Andorra
all of who are working on different urban challenges. The CityScope platform
continues to evolve in order to respond to the biggest challenges faced in varied
urban environments of the global cities.
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Abstract. We propose a method for the non-parametric joint estima-
tion of preferential attachment and transitivity in complex networks, as
opposite to conventional methods that either estimate one mechanism
in isolation or jointly estimate both assuming some functional forms.
We apply our method to three scientific co-authorship networks between
scholars in the complex network field, physicists in high-energy physics,
and authors in the Strategic Management Journal. The non-parametric
method revealed complex trends of preferential attachment and transitiv-
ity that would be unavailable under conventional parametric approaches.
In all networks, having one common collaborator with another scientist
increases at least five times the chance that one will collaborate with that
scientist. Finally, by quantifying the contribution of each mechanism, we
found that while transitivity dominates preferential attachment in the
high-energy physics network, preferential attachment is the main driv-
ing force behind the evolutions of the remaining two networks.

Keywords: Preferential attachment · Clustering coefficient
Rich-get-richer · Transitivity · Scientific co-authorship networks
Collaboration networks

1 Introduction

Cooperation is among the most fundamental behaviors of living creatures [1].
Animals cooperate in various activities: from hunting and forming territories to
grooming and child raising [2]. Humans are the experts of cooperation. From
cooperation between states [3], companies [4] to cooperation between individu-
als [5], it is the bedrock of our society.

As a form of human cooperation, scientific collaboration is the backbone
of the scientific world. In this process, scientists share their ideas, their time,
and their skills with each other in order to push the boundary of knowledge.
Since the start of the twentieth century, the number of scientific articles with
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 262–271, 2018.
https://doi.org/10.1007/978-3-319-96661-8_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_28&domain=pdf


Transitivity vs Preferential Attachment 263

more than one author has grown to more than three times the number of single-
author articles [6]. There is accumulating evidence that articles resulted from
collaborations are cited more frequently than non-collaborated ones [6,7]. Since
the number of citations is the main metric of scientific impact [8], collabora-
tions thus lead to high impact research. Therefore, understanding the evolution
of a scientific co-authorship network, in particular, understanding how new col-
laborations are fostered, is significantly important for policy makers, funding
agencies, university managers as well as each scientist.

To understand the evolution of a scientific co-authorship network, it is bene-
ficial to consider this evolution in a larger context of the evolution of a complex
network. Two defining characteristics of an evolving complex network are the
heavy-tail of the degree distribution and the high value of the clustering coeffi-
cient [9]; both are often represented at the same time in scientific co-authorship
networks [10,11].

On the one hand, to explain the heavy tail property, complex network studies
have proposed the preferential attachment (PA) mechanism where the probabil-
ity that a node with degree k receives a new link is proportional to the PA
function Ak [12,13]. When Ak is an increasing function on average, nodes with
higher numbers of links will receive more new links, and thus hubs are formed
and the heavy-tail degree distribution emerges.

On the other hand, one of the most simple mechanisms to explain the high
value of the clustering coefficient is transitivity where the probability that a
pair of nodes with b common neighbors receives a new link is proportional to the
transitivity function Bb [14]. When Bb is an increasing function on average, more
triangles are formed between sets of three nodes, and this leads to an increase
in the clustering coefficient.

Existing approaches either estimate one mechanism in isolation [13–15] or
estimate jointly the two mechanisms assuming some parametric forms for Ak

and Bb [16,17]. On the one hand, estimating either mechanism in isolation often
leads to poor fit, since many real-world networks exhibit simultaneously heavy-
tail degree distribution and high-clustering. On the other hand, it is difficult
to justify a particular choice of functional forms used in parametric estimation
methods. A non-parametric estimation method would allow the functional forms
to be learnt from the observed data.

Estimating Ak and Bb is the first step towards answering the question of what
matters more in the evolution of a complex network: transitivity or PA. While
there is some research studying a similar question regarding PA and fitness [18],
the question regarding PA and transitivity has curiously remained unexplored,
despite its potential to provide deeper understanding on how new cooperation
is fostered.

Our contribution is threefold. In our first contribution, we propose a method
for the non-parametric joint estimation of the PA function Ak and the transitiv-
ity function Bb. In our model, the probability that a new edge emerges between
node i and node j at time step t is

Pij(t) ∝ Aki(t)Akj(t)Bbij(t), (1)
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where ki(t) and kj(t) are the degrees of nodes i and j at time-step t, respectively,
and bij(t) is the number of common neighbors between i and j at that time-step.
We estimate Ak and Bb by maximum likelihood estimation. The log-likelihood of
the observed data is maximized by a Minorize-Maximization algorithm [19]. This
is an iterative algorithm that increases the log-likelihood value at each iteration
until convergence. Although our primary targets for estimation are the non-
parametric functions Ak and Bb, one can apply the same maximum likelihood
estimation method for the power-law parametric model where we assume Ak =
(k + 1)α and Bb = (b + 1)β . The method is discussed more in details in Sect. 2.

We use the co-authorship network between scientists in the complex net-
work field [20] to illustrate the goodness-of-fit of three estimation methods: (a)
jointly estimating the two mechanisms, i.e., the proposed method in Eq. (1),
(b) estimating the PA function Ak in isolation, i.e., Pij(t) ∝ Aki(t)Akj(t), and
(c) estimating the transitivity function Bb in isolation, i.e., Pij(t) ∝ Bbij(t). In
each case, after estimation, starting from the same initial snapshot as in the
real-world data, we simulated the new edges based on Pi,j(t) while we kept
the numbers of new nodes and new edges at each time-step exactly the same
as in the real-world network. Figure 1 shows the clustering coefficient C in the
final snapshot of the simulated networks of each case over 100 replications. Only
the proposed method of joint estimation could satisfactorily reproduce the true
clustering coefficient C∗. This implies that the true growth mechanism in this
network, whatever it might be, is closer to PA + transitivity than either PA or
transitivity alone. Using, for example, transitivity alone to explain the growth of
the network would lead to over-estimation of the transitivity function Bb, since
the edge-increasing effect of the neglected PA mechanism has to be explained by
Bb alone. This over-estimation, in turn, would lead to an overly high C as can
be seen in Fig. 1.

In our second contribution, we propose a method to quantify the contribu-
tions of PA and transitivity mechanisms in the growth process of a network,
and thus provide a way to answer the question of what matters more: PA or
transitivity. The method is discussed in Sect. 3.

In our third contribution, we analyzed three scientific co-authorship networks
between scholars in the complex network field [20], physicists in high-energy
physics [21], and authors in the Strategic Management Journal (SMJ) [22]. The
results are shown in Sect. 4. As opposite to conventional parametric approaches,
the non-parametric approach provides us a chance to investigate finer details of
PA and transitivity mechanisms. While Ak in CMP and SMJ is increasing in
general, its trend is complex in HEP: it is first increasing, then decreasing, and
finally increasing again. On the other hand, while Bb in HEP shows a clearly
increasing trend, it is flat or even decreasing in CMP and SMJ when we exclude
b = 0.

Furthermore, in all networks, having at least one common collaborator with
another scientist increases at least five times the chance that one will collaborate
with that scientist in the future, which is consistent with previous studies [14].
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Fig. 1. Simulated clustering coefficients in three cases: the proposed method (jointly
estimating the two functions), estimating the PA function in isolation, and estimating
the transitivity function in isolation in the co-authorship network between scientists in
the complex network field. The number of replications is 100. The plotted box in each
case shows the population mean and its ±2σ confidence interval. The red dashed line
represents the value of the true clustering coefficient.

This implies that, if one wants to boost their number of collaborators, one should
collaborate with well-connected scientists.

By quantifying the contribution of each mechanism in the growth process, we
also found that while transitivity dominates PA in the high-energy physics net-
work, preferential attachment triumphs transitivity in the remaining networks.
Concluding remarks are given in Sect. 5.

2 Maximum Likelihood Estimation

In this section, we describe the maximum likelihood estimation method for
the model described in Eq. (1). Let kmax be the maximum value of the
degree of a node and bmax be the maximum value of the number of com-
mon neighbors between a pair of nodes. The variables we want to estimate are
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A = [A0, A1, . . . , Akmax−1] and B = [B0, B1, . . . , Bbmax−1]. The log-likelihood
function is:

l(A,B) =
T∑

t=1

kmax−1∑

k1=0

kmax−1∑

k2=k1

bmax−1∑

b=0

mk1,k2,b(t) log Ak1Ak2Bb

−
T∑

t=1

m(t) log

(
kmax−1∑

k1=0

kmax−1∑

k2=k1

bmax−1∑

b=0

nk1,k2,b(t)Ak1Ak2Bb

)
, (2)

where m(t) is the number of new edges at time-step t, mk1,k2,b(t) is the
number of new edges at time-step t between node pairs (i, j) that satisfy
(ki(t), kj(t), bi,j(t)) = (k1, k2, b), and nk1,k2,b(t) is the number of such pairs.
By substituting Ak = (k + 1)α and Bb = (b + 1)β in Eq. (2), we can obtain the
log-likelihood function of the parametric model. In practice, logarithmic binning
is applied to k and b for fast computation [13]. The log-likelihood function in
Eq. (2) can be maximized by an MM algorithm [19]. Starting from some ini-
tial vectors A0 = [A0

0, A
0
1, . . . , A

0
kmax−1] and B0 = [B0

0 , B
0
1 , . . . , B

0
bmax−1], the

algorithm updates Ai and Bi in parallel so that l(Ai, Bi) is monotonically
increasing in i.

3 Calculating the Contributions of PA and Transitivity

It is not straightforward to meaningfully quantify the contributions of PA and
transitivity. According to Eq. (2), if we define Â = [Â0, Â1, . . . , Âkmax−1] and
B̂ = [B̂0, B̂1, . . . , B̂bmax−1] as the estimated PA and transitivity functions, then
(Â, B̂) and (cÂ, dB̂) give the same log-likelihood value for any positive constant
factors c and d. This means that the magnitudes of Â and B̂ cannot be mean-
ingfully compared with each other and summary statistics that bases solely on
magnitudes such as the mean are also out of the question.

The contributions vPA(t) of PA and vtrans(t) of transitivity at time-step t,
however, can be meaningfully defined if we look at scale-invariant statistics, such
as the variance of logarithmic values. From Eq. (1), we have:

log Pi,j(t) = log Âki(t)Âkj(t) + log B̂bij(t) + S(t),

for some constant S(t) that is independent of i and j. We have the following
three observations. Firstly, what matters is the variances in log Pi,j(t) across
node pairs (i, j): the more uniform log Pi,j(t)’s are, the closer the behavior at
time-step t of the temporal network to that of an Erdös-Rényi random net-
work where each pair (i, j) has the same probability of developing new edges
regardless of ki(t), kj(t) and bi,j(t). Secondly, PA and transitivity mechanisms
influence log Pi,j(t) through log Âki(t)Âkj(t) and log B̂bij(t), respectively. Finally,
since Var(log(cX)) = Var(log(X) + log c) = Var(log(X)) for any positive con-
stant factor c, the variances of log Âki(t)Âkj(t) and log B̂bi,j(t) are invariant to
the scale of (Â, B̂). From these observations, we define vPA(t) and vtrans(t)
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to be the variances of log Âki(t)Âkj(t) and log B̂bi,j(t), respectively, where each
variance is calculated from all node pairs that exist at time-step t. Note that
(Â, B̂) is estimated using all the time-steps as described in Sect. 2. A low vPA(t)
or vtrans(t) indicates that the contribution of the corresponding mechanism is
weak at that time-step. For example, when B̂b ≈ 1 for all b, i.e., there is almost
no transitivity, then log B̂bi,j(t) will take approximately the same value for all
node pairs, and thus vtrans(t) will be very close to zero. Although Âk and B̂b do
not change with t, vPA(t) and vtrans(t) are inherently temporal for two reasons:
(1) the set of all node pairs that exist at time-step t might be changing due to the
births of new nodes, and (2) log Âki(t)Âkj(t) and log B̂bi,j(t) might be changing
due to the changes of ki(t), kj(t) or bi,j(t).

4 Results

We analyzed three different scientific co-authorship networks: between authors
in the complex network field (CMP) [20], authors of articles in the arXiv Hep-
Th (high-energy theory) section (HEP) [21]), and authors of articles published
in the SMJ (SMJ) [22]. While new collaborations and repeated collaborations
are pooled together in HEP and SMJ, in CMP only new collaborations are
considered. Table 1 shows the summary statistics for the three datasets.

Table 1. Summary statistics for three scientific co-authorship networks. |V | and |E|
are the total numbers of nodes and edges in the final snapshot, respectively. T is the
number of time-steps. Δ|V | and Δ|E| are the increments of nodes and edges after the
initial snapshot, respectively. C is the clustering coefficient of the final snapshot.

Dataset |V | |E| T Δ|V | Δ|E| C

CMP 1498 2849 144 1377 2719 0.689

HEP 6798 290597 217 6796 290594 0.333

SMJ 2704 4131 354 2696 4123 0.378

We note that the number of edges per node in HEP is nearly 100 times
greater than those in CMP and SMJ. As we shall see in Figs. 2a and b, this
would cause the confidence interval at each estimated Ak and Bb in HEP to be
very small comparing with those in CMP and SMJ.

Figures 2a shows the estimated PA functions in three networks. The esti-
mated PA functions of CMP and SMJ are clearly increasing in average, which
implies the existence of PA in these datasets. The estimated Ak of HEP is, how-
ever, only increasing up to k1 ≈ 30, from there it decreases up to k2 ≈ 300 and
then once again increases. This might be caused by the fact that there are papers
with hundreds of authors in high-energy physics and such papers are likely to
be governed by some mechanism that is different than PA.
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Fig. 2. Results in CMP, HEP, and SMJ networks. a: Estimated PA functions Âk. The
vertical bar at each point indicates the ±2σ confidence interval. b: Estimated transitiv-
ity functions B̂b. The vertical bar at each point indicates the ±2σ confidence interval.
c: Estimated PA exponent α and transitivity exponent β. α and β are estimated by
fitting the parametric forms Ak = (k + 1)α and Bb = (b + 1)β . d: The evolutions of
vPA(t) and vtrans(t). vPA(t) and vtrans are the contributions of PA and transitivity,
respectively, at time-step t. The arrow in each dataset indicates the final time-step.

Figure 2b shows the estimated transitivity functions in three networks. In
CMP, where only new collaborations are considered, the increase in B1 from B0

is nearly 100-fold. This is consistent with what was observed in Newman’s analy-
sis [14], which revealed a 50-fold increase in a co-authorship network from the Los
Alamos E-print Archive. The implication of this observation is that one common
co-author between a pair of scientists dramatically increase the chance that the
two will collaborate in the future, thus one might want to co-author with well-
connected scientists if one wants to boost their number of co-authors. When new
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collaborations and repeated collaborations are pooled together, B1/B0 is also
very high: this quantity is about 10 and about 80 in HEP and SMJ, respectively,
which also indicates the importance of one common collaborator in facilitating
collaborations between a pair of authors.

When b is greater than 1, the confidence intervals in CMP and SMJ are too
big to draw any conclusions beyond the observation that Bb in these two datasets
fluctuate and show a non-increasing trend. The Bb in HEP, however, shows a
clearly increasing trend when b > 1. This trend, together with Fig. 2d, shows
the dominance of transitivity in HEP, which is consistent with the well-known
fact that the field of high-energy physics enjoys many long-lasting collaborations
[23,24].

Although the non-parametric Ak and Bb in these datasets seem to not follow
any simple parametric forms, it is still beneficial to consider the power-law forms
Ak = (k+1)α and Bb = (b+1)β and then estimate the PA exponent α and tran-
sitivity exponent β. These exponents reveal the general trend of the two mecha-
nisms and might be important in predicting the future of the network. Figure 2c
shows the estimated α and β in three networks. The estimated values of α are
founded to be from 0 to 1, which are consistent with previous works [13,14]. This
range of α falls in the linear and sub-linear PA regions, which have been shown
to lead to stable degree distributions when there is PA alone [12]. Extrapolating
this result to our case, it is likely that some stable degree distribution would
arise in the long run, too. This is important since it means that the low-degree
authors would still have a chance to develop new collaborations, as opposite to
the “winner-take-all” situation when the degree distribution is not stable. The
estimated values of β are all greater than 1. There is, however, no study on the
effects of such values of β on the asymptotic behavior of the network.

Finally, Fig. 2d shows vPA(t) and vtrans(t) of three datasets at each time-
step. In HEP, vtrans(t) is greater than vPA(t) for all time-steps t, which suggests
that transitivity completely dominates PA in this network. In CMP and SMJ
networks, the situation is reversed: vPA(t) is greater than vtrans(t) for all t,
which implies that PA triumphs transitivity in CMP and SMJ.

5 Concluding Remarks

We proposed a non-parametric joint estimation method for the PA and transitiv-
ity mechanisms. Applying our method to three scientific co-authorship networks,
we found the main driving force behind the evolution of each network is different:
it is transitivity in Hep-Th network, and is PA in the remaining two. Further-
more, we found that B1 increases at least five fold from B0, which indicates
the importance of one common collaborators in facilitating new collaborations
between two authors. Among many possible directions for future research, two
particularly stand out. The first one is to incorporate the fitness mechanism [25]
to express node heterogeneity which is ignored in the PA and transitivity mech-
anisms. The second promising direction is to explore the evolutions of the PA
and transitivity mechanisms themselves by investigating how the functions Ak

and Bb change with time.
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Abstract. Mobility is a key issue for city planners. Being able to eval-
uate the impact of its evolution is complex and involves many factors
including new technologies like electric cars, autonomous vehicles and
also new social habits like vehicle sharing. We need a better understand-
ing of different scenarios to improve the quality of long-term decisions.
Computer simulations can be a tool to better understand this evolution,
to discuss different solutions and to communicate the implications of
different decisions. In this paper, we propose a new generic model that
creates an artificial micro-world which allows the modeler to create and
modify new mobility scenarios in a quick and easy way. This not only
helps to better understand the impact of new mobility modes on a city,
but also fosters a better-informed discussion of different futures. Our
model is based on the agent-based paradigm using the GAMA Platform.
It takes into account different mobility modes, people profiles, congestion
and traffic patterns. In this paper, we review an application of the model
of the city of Cambridge.

Keywords: Agent-based modeling · Mobility · City Science

1 Introduction

In recent years, we have seen significant changes in the way we travel. These
changes are partially driven by new technologies like electric vehicles, but also by
new usage concepts such as car-sharing or ride-hailing [8]. It is anticipated that
these changes will accelerate in the coming years - with wide-spread adoption of
shared, autonomous and electric vehicles. For cities, it is crucial to proactively
manage this development. However, this task is challenging because of the speed
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of the development and because the mobility system has many dependencies
e.g., to the cities’ infrastructure or its economic and social systems. Simulations
can be powerful tools to test and to communicate the impact of decisions in the
field of mobility. Numerous simulation tools exist to investigate current traffic
questions, but few are able to examine the impact of future mobility systems.
Most of the existing tools focus on specific problems and are limited to existing
mobility modes.

Using meaningful simulation models might help to better understand and
evaluate the effects of new services on different stakeholders in cities. Service
operators might use these simulations to support the development-process of
their services, cities can use them to experiment with regulatory variables like
subsidies, taxes, or congestion charges, while citizens can investigate the effects
on traffic-flows in their neighborhood. New mobility options are currently being
developed and neither their characteristics nor the behavioral changes they cre-
ate can be measured or predicted in an exact way. That is why methods to
investigate the impact of these options need to deal with a high-level of uncer-
tainty. A method to reduce uncertainty is to integrate a multitude of stakeholders
into the discussion. Modeling systems are needed to quickly create, change and
test different scenarios.

We propose an agent-based model (ABM) that allows the modeler to easily
integrate new transportation modes. The main goal of this model is to show
the impact of different mobility modes on traffic flow and congestion. We aim
to address other aspects like housing or energy flows in the future. The model,
implemented with the GAMA modeling platform [6], is developed as an open
source project that also allows the modeler to easily develop and change mobil-
ity scenarios. We describe a framework which can be adapted easily for different
contexts and we describe its application in a case study. The focus of our work
is on the quick development of meaningful scenarios and the support of dis-
cussions between stakeholders rather than creating exact modeling results. The
paper is structured as follows: Sect. 2 presents the context of this work. Section 3
is dedicated to the presentation of the model using the ODD protocol [7].
Section 4 presents a case study and its output. Section 5 concludes and presents
perspectives.

2 Limits of the Existing Tools for Traffic Simulation

To investigate the complex relationships of mobility, a multitude of tools are
used. Among them System Dynamics is used to investigate complex problems,
to model the relationship between transportation systems [13], and to explore
the impact of new systems like autonomous vehicles [9]. Questions of current
and future mobility systems are also examined with the help of mathematical
methods [2,12]. However Agent Based Modelling remains one the most popular
approaches and is the base to many frameworks for traffic simulation. Among
them MATSim [3] is an open-source platform with different features dedicated to
traffic simulation which can be defined through the use of new modules in JAVA.
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SUMO [11] proposes many advanced features that can be developed and enriched
using C++. However, for modelers without high-level programming skills, adapt-
ing these platforms to specific application contexts, such as the integration of
new transport modes, is very difficult and out of reach. As a consequence, many
models are still developed from scratch (e.g. [10,15])) which is time consuming
and limits the re-usability of the models.

In order to face this difficulty, some authors [4,5] used a generic modeling
platform to develop their models. The interest is to facilitate the comparison
of models and their re-usability. One of the existing generic platforms that is
particularly adapted to develop transportation models is the GAMA platform
[6]. GAMA provides modelers with a complete modeling language and an inte-
grated development environment that permits the user to build models in a rapid
and easy manner. The GAMA platform provides different features that can be
used by modelers to develop transportation models. In particular, it is possi-
ble to simply load GIS data, define graphs from polyline geometries, compute
the shortest paths and move agents on a network. Additionally, some movement
behaviors are already pre-coded and can be easily reused. Many transportation
models were produced in the last years with the GAMA platform [14]. However,
these models have not focused on the impact of future mobility options and they
have not provided a generic framework to investigate potential impacts of these
options. We use the GAMA platform to create a framework that can be adapted
easily to investigate how the discussion about possible solutions is changed by
models that are adaptable during that discussion. Our focus is to stimulate a
well-founded discussion around different scenarios and not to model the situation
as exact as possible. The discussion is supposed to generate promising scenarios
that are meant to be investigated more in detail.

3 Model Description

Our model aims to simulate the mobility-behavior of city dwellers and create
meaningful output for the discussion around new mobility services. It offers
different configurations and focuses on three main categories of urban travel: non
motorized transport, public transit and private motorized transport. This allows
us to investigate the impact of new mobility modes and to observe behavioral
changes over time considering different plans. It also reveals how urban forms
and transportation infrastructure impact travel patterns.

3.1 Entities, State Variables, and Scales

We list here the main variables used in the model. The environmental variables
are the following:

– Transport Network: A graph on which agents can travel during the simula-
tion. Network edges have the following attributes: type: the type of infrastruc-
ture (road, rail), max speed : the maximum authorized speed on the network
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segment, capacity : the capacity in terms of agents (people, cars), proportional
to the length of the network segment, current concentration: the number of
people on the network segment.

– Building: each building is represented by a polygon and has three attributes:
usage (Residential or Office), scale (Small (S), Medium (M), or Large (L)),
category (Restaurant, Nightlife, Gathering Places, Cultural, Shopping, High
School, University, Office, Residential, or Park).

– Mobility Hub: a place where people can enter/exit a mobility mode, such
as a bus stop or train station. It contains one single attribute: waiting people,
the list of people waiting at this mobility hub.

The agents species used in the models are:

– People: People have several activities during the day and move around the
city accordingly. People agents’ behavior is to determine the location of the
next activity, choose a mobility mode and move towards that location. Their
attributes include: profile: the profile of the agent (e.g. High School Student,
Executives, Retirees), destination: the final destination that the agent wants
to reach, living place: its living place, objectives: the schedule of objectives
during the day, current objective: its current objective, mobility mode: the
mobility mode currently used, possible mobility modes: the list of the mobility
modes that are available to that agent.

– Transit Vehicle: Public transit vehicles follow a route and can embark/
disembark people. This species has 3 attributes: stops: the list of stops,
stop passengers: the list of people waiting at each stop, my target : the current
target of the vehicle (iteration of the list of stops).

3.2 Process Overview and Scheduling

The dynamics of the model is based on 3 consecutive steps: (1) management of
traffic jams by the network agents, (2) behavior of the transit agents and (3)
behavior of the people agents. Each step of the simulation represents 1 min. The
management of the traffic jam is based on the following rule: the more people
agents move on a network segment, the lower their speed. The transit vehicle
agents have a simple behavior: according to their schedules, they move from
hub to hub and pick up the people agents that are waiting at each station. The
behavior of the people agents is defined by their list of objectives which defines
their schedule. Figure 1 gives an example: an agent wakes up, (1) goes to work
and stays there for a while, (2) goes to lunch, (3) gets back to work, (4) goes to
dinner and finally (5) travels back home.

Whenever an agent changes its activity, it may need to move to a new loca-
tion, determine a transportation mode and compute the path to its destination.
Factors like travel time or price can influence the agent’s mode choice. The agents
may weigh those factors differently, depending on their profile and the type of
activity.

The computation of the mode of transportation is performed each time an
agent decides to move. The algorithm consists of three steps: (i) Determination
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of the possible modes of transportation. This step relies on simple considerations,
such as whether or not agent owns a car. (ii) Computation of factors related to
each of possible mode. Currently, we consider the following factors: travel-time,
price, and difficulty. Difficulty represents amount of effort that is needed: walking
to a mobility hub and waiting may be seen as more difficult and time consum-
ing than using one’s own car. (iii) Choice of the mode of transportation. Each
agent will determine its mode of transportation, based on its own characteristics
(profile), the purpose of the trip and the indicators computed at step 2.

Fig. 1. Model process

Step (iii) consists in attributing a score to each transportation mode, accord-
ing to a Travel Route Initialization formula based on a linear combination of the
considered factor, with weights depending on the context of the travel (social
category of the agent, purpose of the travel). For example, a student is more
likely to use a bike than a retired person, hence the student will have a greater
weight for using a bike. This Travel Route Initialization formula entirely relies on
a table of weights that need to be determined for each case study. It provides the
following advantages: firstly, it relies on simple mathematical considerations that
are understandable by end users and stakeholders. Secondly, it provides flexibil-
ity, as it is possible to add, remove or modify the factors considered. Finally, it is
easy to compute the table of weights from the data, either from individual sur-
veys or raw mobility data. In the later case, the weight table can be determined
by a multinomial logistic regression based with chosen predictors. All of this
makes this approach a general framework that can easily modified and adapted
to suit the requirements for different case studies.

We present here a small example with two profiles: college student and mid-
carrier workers. The values in Table 1a represent how important each category
is. A positive (resp. negative) value means a positive (resp. negative) influence.
Here the cost of travel has a very negative influence for the college student, while
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Table 1. Example for two profiles and an imaginary trip

Profile Price Time Difficulty

College student -0.9 -0.2 -0.65

Mid-carrier worker 0 -1 -1

(a) Weights

Mode Bike Car Bus

Price 0 8 1.5

Time 40 10 20

Difficulty 0.1 0.2 0.5

(b) Example values

it does not matter at all for the mid-carrier worker. Table 1b shows values for an
imaginary trip.

From those tables, we compute a score with the above formula, shown in 2.
Each agent will chose the mode corresponding to the best score, i.e. bus for the
student and car for the mid-carrier worker.

Table 2. Computed scores

Profile Bike Car Bus

College student −8.065 −9.33 −5.65

Mid-carrier worker −40.1 −10.2 −20.5

3.3 Initialization and Input Data

To initialize the model, the following steps have to be taken into account: (1) the
building and mobility network agents are created from GIS files (shapefiles); (2)
the different mobility modes are generated from a csv file that provides informa-
tion about price, time traveled (speed, wait-time), and difficulty of use; (3) the
people agents are created by reading two csv files: one that gives information
about the agents’ distribution and the probabilities to have the different mobility
modes (e.g. bike or car). The second one contains information about the agents’
typical schedules (activities for each hour); (4) the weights per profile and per
activity are imported from a csv file; (5) the people agents are created and their
location is determined based on data from the profile files.

4 Case Study: City of Cambridge - Kendall Square

The model described early in this paper has been applied in a larger project called
CityScope Volpe developed by the City Science group at the MIT Media Lab [1]
as shown in Figs. 2 and 3. MIT was recently chosen as the partner to redevelop
the 14-acre site of Volpe, which formerly housed the U.S Department of Trans-
portation. CityScope is a platform for shared, interactive computation for urban
planning. It uses LEGO bricks as a tangible interface to the computational mod-
els and aims to interactively engage stakeholders in the city-planning-process.
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Fig. 2. CityScope: a data-driven interactive simulation tool for urban design.

Fig. 3. Model overview.

Walkability, energy or economic activity models are used on the CityScope
platform to solve spatial design and urban planning challenges. The mobility
model focuses on three main aspects: total number of vehicles, vehicle miles and
hours traveled, road length and congestion. The CityScope platform was used in
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several workshops in order to discuss different suggestions for the site. We applied
the process that has been described before to initialize the model. For the build-
ing and mobility network (step 1), we used the proposals from the design stage
of the project. For the mobility modes (step 2), we adapted information that
is available from the Massachusetts Bay Transportation Authority. The people
agents (step 3) could be configured by the stakeholders during the workshops.
This allows for different ideas about zoning and density to be discussed. For the
weights per profile, we adapted census-data for the Boston area (step 4). In our
workshops, the stakeholders could change different parameters of our model by
using the interactive LEGO interface. A change of the parameters resulted in a
re-computation of the model.

5 Conclusion and Discussion

In the paper, we described a generic framework to investigate the impact of
mobility modes on different aspects of daily life. It was designed to be easily
adaptable to all cities and to easily integrate new mobility modes to investigate
their possible impacts. Our case study showed that without programming-skills
it is possible to create an ABM model that can be used to create meaningful
output for the discussion around the design of mobility solutions. As our models
come with many simplifications and focus on an unknown future, many uncer-
tainties remain. However, the workshops revealed that the models contribute
to a better understanding of the mobility system, even it is unclear how well
specified the models need to be in order to take the optimal decision. It can
be assumed that this is different for every project, and that it makes sense to
refine the models during the process and to conduct in-depth investigations with
different methods for the most promising alternatives. Although the creation of
the model was possible without programming-skills, creating a mobility model
is still not a trivial task. In order to integrate more people in the discussion
about livable cities and to leverage the wisdom of crowds, the process needs to
be further simplified. The stakeholders that took part in our workshops accepted
our models. Despite the limitations of the model, workshop participants valued
the impression of future scenarios, complex relationships became obvious and
changing input parameters had direct input on the scenarios. They assume that
this could lead to better decision making, than decisions that are either driven
by gut-feelings or by experts who use tools that are hard to understand.
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Abstract. Some new tasks are trivial to learn while others are almost
impossible; what determines how easy it is to learn an arbitrary task?
Similar to how our prior beliefs about new visual scenes colors our per-
ception of new stimuli, our priors about the structure of new tasks shapes
our learning and generalization abilities [2]. While quantifying visual pri-
ors has led to major insights on how our visual system works [5,10,11],
quantifying priors over tasks remains a formidable goal, as it is not even
clear how to define a task [4]. Here, we focus on tasks that have a natural
mapping to graphs. We develop a method to quantify humans’ priors over
these “task graphs”, combining new modeling approaches with Markov
chain Monte Carlo with people, MCMCP (a process whereby an agent
learns from data generated by another agent, recursively [9]). We show
that our method recovers priors more accurately than a standard MCMC
sampling approach. Additionally, we propose a novel low-dimensional
“smooth” (In the sense that graphs that differ by fewer edges are given
similar probabilities.) parametrization of probability distributions over
graphs that allows for more accurate recovery of the prior and better
generalization. We have also created an online experiment platform that
gamifies our MCMCP algorithm and allows subjects to interactively draw
the task graphs. We use this platform to collect human data on sev-
eral navigation and social interactions tasks. We show that priors over
these tasks have non-trivial structure, deviating significantly from null
models that are insensitive to the graphical information. The priors also
notably differ between the navigation and social domains, showing fewer
differences between cover stories within the same domain. Finally, we
extend our framework to the more general case of quantifying priors
over exchangeable random structures.

Keywords: Markov chain Monte Carlo with People (MCMCP)
Representational learning · Structural priors · Task graphs
Human cognition

1 Introduction

1.1 Our Brain Must Utilize Efficient Priors

Our lives are punctuated by a multitude of seemingly disparate new tasks (e.g.,
navigating in a new place, interacting with new people, writing a new abstract)
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 281–290, 2018.
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that we are able to perform with relative ease. Still, if we consider all tasks we
could possibly be faced with, we would not be good (at least initially) at most
of them (e.g., playing Go). This simple observation leads to a fundamental, yet
unanswered, question in cognitive neuroscience: are there essential structural
properties that unite the tasks that our brains are “naturally” good at solving,
and if so, what are they?

Understanding our brain’s representation of a new task (i.e., our prior about
the task’s structure) is key to answering this question. Indeed, the prior used in
a given task sharply constrains how fast and efficiently (if at all) this task can
be solved [2]. In particular, the curse of dimensionality [3] suggests that task
representations should be compact, filtering out redundancies. However, there is
no free lunch; reduced representations also constrain the set of tasks an agent can
efficiently solve. Thus, these reduced representations should manifest as priors
that leverage on the relevant structure of naturalistic tasks, i.e., tasks that the
organism encounters in everyday life and have been relevant over evolutionary
time-scales [4].

1.2 Main Contributions

Quantifying priors over tasks is a formidable goal [2,4], if not only for the reason
that “what is a task?” is a relatively open-ended question. Here we restrict
our attention to tasks that have a natural mapping to graphs as this allows
us to quantify their structure using graph theoretical tools. Specifically, our
experiments focus on two prominent domains of naturalistic tasks: navigation
and social interaction, with nodes and edges representing, for example, regions
and borders, or people and relationships.

On the theoretical side, we develop a method to quantify humans’ priors over
these “task graphs”, which combines new modeling approaches with Markov chain
Monte Carlo with people (MCMCP) [6,9] – a process whereby an agent learns from
data generated by another agent, recursively. Our simulations demonstrate that
our method recovers these priors more accurately than a standard MCMC sam-
pling approach. This result is particularly relevant for the “resource constrained”
regime, where data are limited and costly to acquire, such as in experiments
with human subjects. Moreover, we propose a novel low-dimensional “smooth”
parametrization of probability distributions over (non-isomorphic) graphs on the
same vertex set. We show that, in the limited data regime, it allows for more accu-
rate recovery of the prior (in silico data), and better generalization (in human
data). Finally, we extend our framework to the more general case of quantifying
priors over exchangeable random structures [14].

On the experimental side, we have created an online experimental platform1

with a game-like interface that instantiates our MCMCP algorithm, and allows
1 Links for some of our experiments:

http://psiturk-geciah.princeton.edu:9001/ (navigation in nature parks),
http://psiturk-geciah.princeton.edu:9003/ (navigation in cities),
http://psiturk-geciah.princeton.edu:9000/ (friendships in workplaces),
http://psiturk-geciah.princeton.edu:9002/ (friendships in school classes).

http://psiturk-geciah.princeton.edu:9001/
http://psiturk-geciah.princeton.edu:9003/
http://psiturk-geciah.princeton.edu:9000/
http://psiturk-geciah.princeton.edu:9002/
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subjects to interactively draw the task graphs. We use this platform to collect
human data on several navigation and social interactions tasks. We show that
priors over these tasks have non-trivial structure, deviating significantly from
null models that are insensitive to the graphical information. Moreover, the
priors are notably different between the navigation and social domains, while
exhibiting fewer differences between different tasks in the same domain (city
and nature park (navigation); coworkers and students (social)).

2 Markov Chain Monte Carlo with People (MCMCP)
over (task) Graphs

Figure 1a illustrates our MCMCP algorithm for generating experiments. For
example, in one of our experiments, the subject is told that they are visiting
a new city, and informed whether certain pairs of neighborhoods share a border
or not (step 1 in Fig. 1a). They then are asked to guess if the other pairs of
neighborhoods share a border or not (step 2 ) by drawing a map using our graph
drawing interface. Additionally, to incentivize subjects to give their true prior,
they are told that there is an underlying truth (e.g., an actual city), and that
they win extra money by correctly guessing the relations obscured.

Fig. 1. Performing Markov chain Monte Carlo with people (MCMCP) in a given task
allows for sampling from their prior over it. (a) Schema of our algorithm for generating
experiments: (0) create a task graph for the first subject; (1) the subject is given partial
information about this graph (a fraction of the pairwise relations chosen at random,
here, 3 out of 6); (2) they are asked to infer the unshown portions (the remaining
pairwise relations); (3) construct a new task graph from these responses for the next
subject; (4) repeat steps 1–3. (b) The algorithm interpreted as MCMC.

This back-and-forth between data seen by the subjects (relations shown,
or “partial graphs”) and the resulting hypothesis they infer (completed “task
graphs”) can be marginalized over the partial graphs to create a Markov chain
(MC) over the space of task graphs (Fig. 1b). Assuming that subjects are
Markovian, and share the same fixed decision rule, this MC is time-homogeneous.
If, in addition, we assume that subjects are “Bayesian”, computing Bayes rule
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using the correct likelihood function2 and a shared prior, and respond by sam-
pling from their posterior, this MC has as its stationary distribution the subjects’
prior over the relevant task graphs.3 Precisely, this “MCMCP Bayesian model”
gives a transition matrix T

¯̄
over the relevant non-isomorphic task graphs, with

entries:
tij = p(gj |gi) =

∑
k
p(gj |dk)p(dk|gi) (1)

where p(dk|gi) is the probability of seeing partial graph dk by randomly obscuring
r relations of the graph gi (with r := total number of relations minus number of
relations shown), and p(gj |dk) is given by Bayes rule using a fixed prior.

3 Results

3.1 Resource Constrained MCMCP

In standard MCMC, one uses samples generated by the algorithm to reconstruct
the target (stationary) distribution. This is inefficient in the following sense: to
obtain i.i.d. samples, only a small fraction of the iterations are used as samples,
as one must discard the initial samples until (hopefully4) the chain has converged
to its stationary distribution (the so called “burn-in” period). In addition, one
might only collect samples every O(τc) iterations (where O(τc) is the autocor-
relation time) to mitigate correlations. While these issues are generally not a
concern when samples are efficiently generated via a computer, in MCMCP the
primary bottleneck is due to the use of human subjects.

Fortunately, in our case, we can use data more efficiently by leveraging the
additional structure provided by the Bayesian assumption. Specifically, we pro-
pose to recover subjects’ prior by fitting their choices to our MCMCP Bayesian
model (as opposed to using the observed graph frequency as a proxy of the
prior as is done in classic MCMC). The unknowns are the probabilities that the
prior gives to each of the non-isomorphic graphs on the relevant vertex set. As
illustrated in Fig. 2, our fitting method recovers the prior more precisely than a
standard MCMC sampling method (especially in the case of constrained chain
length). Moreover, aside from using data more efficiently, our approach has addi-
tional advantages: it does not have the problem of “guessing” the mixing time
(which can vary substantially depending on the prior, number of nodes, and
number of relations obscured); and it also allows for experiments to be run in
parallel.

2 I.e., that the partial graphs are generated by randomly erasing a fraction of the
relations, which they are told in our experiments.

3 Of course, we also need to assume that the chain is ergodic; a fair assumption given
humans’ non-zero probability of doing something strange/unexpected.

4 As determining convergence can be non-trivial in certain cases, especially when the
state space is large.
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Fig. 2. Priors can be more precisely recovered by leveraging the MCMCP assump-
tions. (a) We simulated data from our MCMCP Bayesian model on 5 nodes (34 non-
isomorphic graphs), with a prior chosen to give an asymptotic mixing time of τm ∼ 13
iterations. Each simulation has 2048 data points, split into different chain lengths. We
then fit a multinomial prior to these data, and measured the KL divergence from the
true prior (that generated the data) for the fitted prior and for the sampled frequency
of graphs. Error bars denote ±1 standard deviation. Sampling i.i.d. from the true prior
is shown in gray as reference. Notice that using the graph frequency is doomed to
fail when the chain length is short as there is not enough time for the chain to app-
roach the prior. Moreover, fitting the prior does better than using the graph frequency
even when the chain is much longer than τm. (b) Here we fix the chain length to 16,
and vary the number of chains (same specifications as before). As the number of data
points increases, fitting the prior continues to improve, while using the graph frequency
asymptotes to a finite error.

3.2 A Natural Low-Dimensional Parametrization of Distributions
Over Graphs

The number of non-isomorphic graphs G(n) on n nodes grows superexponen-
tially [15]; given limited data, even for moderate n we cannot sufficiently sample
them all. For these cases, to obtain informative priors, we need to extend the
probabilities to graphs that were not sampled. Our approach is to find a natural
low-dimensional parameterization of the prior. Specifically, we propose to use
the following form for the prior p

¯
:

p
¯

∝ ER(1/2) ∗ exp
G(n)∑

b=2

cbv¯b (2)

where cb are the coefficients to be fit, v
¯b is the bth right eigenvector (ordered by

decreasing eigenvalues) of the transition matrix T
¯̄

from Eq. 1, with the data gen-
erated by obscuring one relation of the underlying graph, and using an ER(1/2)
(Erdős-Rényi model with p = 1/2) distribution as the prior.

This choice has several interesting properties,5 for example, when ci>2 = 0,
there is a unique correspondence between c2 ∈ (−∞,∞) and an ER(p) prior with
5 Formal details about this parametrization and its extension to hypergraphs to appear

in a paper under preparation by Bravo Hermsdorff and Gunderson.
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Fig. 3. Benefits of our low-dimensional smooth parametrization of the prior in the lim-
ited data regime. Error bars denote ±1 standard error (SE). (a) Improved accuracy. We
simulated data using the same specifications as in Fig. 2b, and fit the prior for several
values of df . Notice that when data are limited, using a low-dimensional parametriza-
tion recovers the prior more accurately, but as the number of data points increases,
using the full multinomial (df = G(n) − 1) does best. (b) Better generalization. We
used 1210 data points from a single social cover story on 5 nodes. We randomly split
them into test (698 data points) and training data, and fit the prior for several values
of df . Notice that, in accord with the bias-variance tradeoff, using a low-dimensional
parameterization for the prior results in better generalization (higher log-likelihood of
the unseen data) when data are scarce, but as the number of data points increases,
using the full multinomial does best.

p ∈ (0, 1). “Smoother” priors, parameterized by the number of degrees of freedom
1 ≤ df ≤ G(n) − 1, are obtained by including only the longer-decaying modes
(i.e., ci>df+1 = 0). In Fig. 3a, we show the effect of df when applying our model
to simulated data. When all the graphs are sufficiently sampled, df = G(n) − 1
(equivalent to a full multinomial model) recovers the prior more accurately.
In the limited data regime, however, using fewer coefficients does better, as it
avoids overfitting. Figure 3b illustrates the associated improved generalization
using human data.

3.3 Subjects’ Priors Have Non-trivial Graphical Structure

We compared several models for the priors using leave-p-out cross-validation
(CV) [1] on data from our online experiments.6 In particular, we considered
several choices of df for our smooth parametrization of the prior, a full multi-
nomial prior, and two “null models” (in the sense that they are not sensitive
to graphical structure): (1) Erdős-Rényi (ER) prior, where the edges probabili-
ties are independent and identical random variables; and (2) Prior over average
degree, where the edge probabilities are no longer independent but are com-
pletely exchangeable (equivalent to only counting the number of edges).

For all priors we considered (different cover stories and numbers of nodes), a
smooth parametrization of the prior did better (higher average log-likelihood in

6 Our experiments use graphs on 4 to 10 nodes.
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Fig. 4. Deviations from basic null models suggests that the priors have non-trivial
graphical structure. To generate error bars, we simulated our Bayesian MCMCP model
using the same set of partial graphs and the prior fitted to human data, and then fit
our model to these simulated data. The error bars denote ±1 standard deviation from
the mean fitted prior in the simulated data. (a) Social: Using 481 data points of a cover
story of inferring the friendship network in a workplace with 5 people, we performed
leave-10-out cross validation (CV). The figure displays the fit with the highest CV score
(defined as the average log-likelihood per trial in the test sets). This fitted prior (31 df ,
CV score: −2.52, SE: 0.062) deviates significantly (t-test p-value: < .0001) from both
null models (ER model, CV score: −2.79, SE: 0.043; and prior over average degree, CV
score: −2.71, SE: 0.056). (b) Navigation: We performed the same analysis on a dataset
(537 data points) of a cover story of inferring the trail map of a nature park with 5
sights. As before, the best fitted prior has 31 df (CV score: −2.41, SE: 0.066), and
deviates significantly from both null models (ER model, CV score: −2.79, SE: 0.049;
and prior over average degree, CV score: −2.71, SE: 0.061).

the CV test sets) than the two null models. Additionally, in all cases, the best fit
had a relatively high number of df , suggesting that there is non-trivial graphical
structure in subjects’ priors. Figure 4 displays results for priors over 5 nodes.
Moreover, as illustrated in Fig. 5 when comparing subjects’ priors over different
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Fig. 5. Domain-dependent priors. We compared the priors of 4 experiments with dif-
ferent cover stories in 5 nodes by randomly splitting these 4 datasets in training (382
data points) and test (96 data points) data, and fitting a full multinomial model to
each training set individually as well as to the aggregated 4 training sets. For each
test set, we calculated the likelihood ratio (LR) between the individual fits and the
aggregated fit. Notice that the LR is larger when the training and test data share the
same domain (as indicate by the block diagonal structure of the table). Moreover, the
fact that all LR are smaller than 1 indicates that we still need to collect more data.

cover stories on the same number of nodes, the priors between the navigation and
social domains were notably different, while showing fewer differences between
different contexts in the same domain (navigation: city and nature park; social:
coworkers and students). This raises the interesting possibility that priors over
task graphs are sensitive to the more abstract structure of a task (domain) rather
than its specific context, which would allow for broader generalization.

3.4 General Framework for Quantifying Priors over Exchangeable
Random Structures

Finally, we extend our results to the more general case of quantifying priors over
exchangeable random structures [14], where the partial data are generated by
randomly obscuring a given fraction of the sequence. The relevant parameters
are: A, the alphabet; �, the string length; m, the number of relations obscured;
and G, the group under which the sequence is exchangeable. For example, for
unordered binary strings, A = {0, 1} and G is the full permutation group S�

acting on the entries of strings of length �; for simple graphs, the binary string
is length � =

(
n
2

)
and G is the permutation group Sn, where n is the number of

nodes. An element in G induces a permutation of the indices {1, . . . , �}, and thus
a permutation of the elements in A�. This action of G induces an equivalence
relation on A� (x ∼ y if ∃g ∈ G s.t. x = g.y), partitioning it into equivalence
classes. For example, for unordered binary strings, they are partitioned into �+1
sets, one for each possible sum (0, ..., �); for simple graphs, the partitions corre-
spond to the non-isomorphic graphs on n nodes. The condition of exchangeability
under G means that probabilities are assigned to these partitions, with elements
in the same partition having equal probability.

4 Discussion

In this work, we develop a formal framework to quantify humans’ priors over
exchangeable random structures, and apply it to the case of non-isomorphic
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graphs representing the structure of several navigation and social tasks (instan-
tiated using our new online experimental platform). We believe that navigation
and social interaction tasks are a good starting point as they are an integral part
of humans’ lives and their different structure can provide interesting compar-
isons. Although we are currently collecting more data to improve our statistics,
and doing further detailed analysis of the data (e.g., modeling priors over larger
number of nodes, and building generative models that explains subjects’ priors),
the results reported here are encouraging, in the sense that there appears to be
non-trivial domain-dependent structure in subjects’ priors.

It is important to highlight that our model makes several assumptions
about subjects’ behavior that could not hold in practice (e.g., that they are
“Bayesian”), and that are hard to test empirically (due, e.g., to interactions
among the effects of the different assumptions). We argue that for our method
to shed light on our understanding of our priors over tasks structure, it is more
important to establish whether the priors we obtain from our experiments are in
fact “meaningful” (in the sense of being used in practice) than whether the data
violate certain assumptions or not.7 Hence, to test the behavioral relevance of
our measured priors, we are beginning to test if subjects learn faster/have bet-
ter performance in experimental tasks (distinct from our MCMCP experiments)
with structures consistent with these priors. Additionally, we are working on
developing principled ways to test if analogous real-world datasets have struc-
ture similar to the priors.

In sensory and motor neuroscience, quantifying humans’ priors over these
systems has led to significant insights [7,8,12,13]. For example, several visual
illusions can be understood as resulting from priors that encode the structure
of naturalistic scenes [10,11]. Analogously, understanding our beliefs about the
structure of new tasks could lead to a deeper understanding of our learning and
generalization abilities (as well as their failure modes) [2,4]. We hope that the
approach we proposed will pave the way towards the more ambitious goals of
formalizing what a general “task” is, and of providing unifying principles that
explain what makes a given task easy or hard for a human to solve.
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Abstract. Thinking is a self-organized dynamical process and, as such,
interesting to characterize. However, direct, real-time access to thought
at the semantic level is still very limited. The best that can be done
is to look at spoken or written expression. The question we address in
this research is the following: Is there a characteristic pitch of thought?
To begin answering this complex question, we look at text documents
from several large corpora at the sentence level – i.e., using sentences as
the units of meaning – and considering each document to be the result
of a random process in semantic space. Given a large corpus of multi-
sentence documents, we build a lexical association network representing
associations between words in the corpus. This network is used to induce
a semantic similarity metric between sentences, and each document is
segmented into multi-sentence semantically coherent blocks (SCBs) with
occasional connecting text between the blocks. Based on this segmenta-
tion, the process of document generation is modeled as a sticky Markov
chain at the sentence level. We show that most documents across all the
corpora are sequences of blocks with a very consistent mean length of 6.4
sentences across the corpora. This consistency suggests that a value of 6-
7 sentences may be the typical mean length for single coherent thoughts
in texts. We have also described several ways of visualizing the semantic
structure of documents in space and time.

Keywords: Semantic dynamics · Text analysis · Text segmentation

1 Introduction

Studying and characterizing thoughts is an interesting, yet difficult task since
thinking is a complex process which cannot be observed or measured directly. In
the past decades, some methodologies have been developed in various research
fields [4], including neuroscience [3,13,15], psychology [10] and artificial intelli-
gence [6]. As thoughts cannot be measured directly, one possibility is to look
at writings or speeches, which can be seen as partial, externalized and concrete
representations of the underlying thought process in the mind of the writer or
speaker. As a first step towards this, we report on a method for analyzing the
temporal semantic structure of texts and characterizing this structure.
c© Springer Nature Switzerland AG 2018
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Semantic analysis of text corpora is an issue of broad interest, and has been
addressed in terms of text representation [1,14], topic modeling [2] and text
segmentation, [7,9,11]. Our method is based on segmenting documents into
sequences of semantically coherent blocks (SCBs) and gaps, and then charac-
terizing the sequences using a Markovian model. We also demonstrate several
possible signatures for visualizing the temporal semantic structure in individual
documents.

2 Document Segmentation

Our approach assumes that the documents being analyzed belong to a large and
topically coherent corpus, so that patterns of word usage within the corpus can
be used to infer semantic similarity. The results in this report are based on a
corpus comprising papers from the Proceedings of International Joint Conference
on Neural Networks (IJCNN) from three different years.

The process of segmentation and document characterization involves the sev-
eral stages as described in this section.
1. Preprocessing: The raw text corpus is first processed to remove any super-
fluous material (page numbers, figures, etc.). All words are stemmed using a
Porter stemmer. Common words such as prepositions, articles and conjunctions
are removed along with some other corpus-specific stop words identified using
methods we have described elsewhere [8].
2. Construction of the Lexical Network: The corpus is analyzed at the level
of words and sentences to build a lexical association network (LAN). Each node
in this network is a unique word from the corpus vocabulary, and the weighted
edges between word pairs represent the tendency of the words to co-occur in the
same sentence.
3. Calculation of Sentence Similarities: For each document in the corpus,
a similarity value is calculated for each pair of sentences based on how strongly
the words of each are connected with the words of the other in the LAN. Thus,
sentences that use highly correlated words can be similar even if they share no
words. This step gives a sentence similarity matrix (SSM) for each document.
4. Initial Segmentation: The SSM for each document is processed to detect
semantically coherent blocks, where each block is defined as a set of consecutive
sentences with high mutual similarities. Detecting semantic blocks is a non-
trivial problem since SSMs are usually noisy. We use the following edge-detection
heuristic to find blocks: (a) The mean similarity of each sentence with its k
previous sentences and k subsequent sentences is calculated; (b) Potential block
end and start points are defined by detecting sharp drops and rises of those two
values, respectively; (c) Beginning with the first ‘start’ point, alternating ‘start’
and ‘end’ points are identified to mark the blocks. Blocks are constrained to be
of length 3 or more. Sentence sequences between successive blocks are designated
as gaps. Thus, each document gets segmented into a sequence of blocks and gaps
termed its initial segmentation.
5. Refinement of Segmentation: Since the initial segmentation is based on
a heuristic, it can be quite inaccurate. We further refine it by merging and



Temporal Structure of Thought 293

expanding blocks, and removing low quality blocks – all based on a block coher-
ence metric calculated for each block as the mean similarity of all its sentence
pairs.

Figure 1 shows an example of the SSM and the final segmentation for a sample
document.

Fig. 1. Left: Sentence similarity matrix of a document. Right: Segmentation of the
document. The colors of the blocks represent the quality (coherence), with a lighter
color indicating higher quality.

3 Markov Model

After each document is segmented into a sequence of blocks and gaps, its seman-
tic structure is modeled as being characterized by a Markov chain, with different
types of blocks and gaps as states. Since a block can be followed by another block
or a gap, but a non-terminal gap can only be followed by a block, it is useful
to keep track of the number of consecutive blocks before transitioning to a gap.
This is done by defining the block order: A block has order d if it is the dth
consecutive block since the last gap. Thus, a block that follows after a gap is
defined as a first order block, denoted by B1. A block that follows directly after
B1 is defined as a second order block, denoted by B2, and so on. Analysis of the
documents in the IJCNN corpus indicates that blocks of order of 6 or higher are
too infrequent to provide good statistics, so they are treated as a single class,
B+

6 . This leads to a 7-state discrete-time Markov model, with six block states,
B1 through B+

6 , and the gap state, G, as shown in Fig. 2 (left), with each sen-
tence representing a step. However, since each block is constrained to be at least
three sentences long, each block state actually consists of three microstates as
shown in Fig. 2 (inset). Once the process enters a block state, Bk in microstate
a at its initial sentence, it must transition through microstate b to microstate c
over the next two consecutive sentences, after which it can either remain in Bk,
or transition to the next block state or G.

To validate the model by comparing the distribution of block lengths and
frequencies predicted by the model against actual data. If the block transition
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Fig. 2. Left: 7-state Markov model with transition probabilities estimated based on the
data from the IJCNN corpus. Right (Inset): Internal microstructure of block states.

process can be modeled by Markov process, the probability of block length 2+k
should satisfy a goemetric distribution, P (k+2) = (1−q)qk ∼ qk, where q is the
probability of staying within current block for any sentences after the first two
in the block. Thus, the semi-log plot of the histogram of block length should be
a straight line. Similar calculation can be applied on gap analysis.

Plotting the histogram of block length and gap length from experimental data
on a semi-log scale (not shown) indicates that the block length curve is almost
linear, which validates the Markov model. The probability q can be estimated
by looking at the probability of blocks of length k and k + d, where k > 2.

q̂ = d

√
P (k + d)

P (k)
≈ d

√
Nk+d

Nk
(1)

where Nj is the number of blocks of length j.
The estimate q̂ is obtained by taking two points from the experimental data,

(k = 7, Nk = 276) and (k + l = 16, Nk+l = 30), which gives q̂ ≈ 16−7

√
30
276 ≈ 0.78.

The result is quite consistent with experimental data shown in Fig. 2. Thus, we
conclude the data is fit well by the proposed Markov chain model.

The average block length is also calculated for each year of the IJCNN corpus,
giving an approximate average block length of 6.4 with a standard deviation of
4.2 for every corpus. This consistency provides a characterization of pitch of
thought, showing that, at least for the process underlying the composition of
documents in the IJCNN corpus, a coherent theme typically lasts about 6 or 7
sentences, albeit with a significant amount of variation.

4 Block Embedding and Clustering

After all the documents in the corpus are segmented into blocks and gaps, it
is interesting to cluster them based on their semantic similarity. This, in turn,
requires that every block be embedded in a feature space. The most obvious
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feature space is provided by the words in the corpus’ vocabulary. In principle,
a block can be represented by a vector with each component equal to the num-
ber of occurrences of the corresponding word in the block. However, given that
blocks are typically just a few sentences long and the corpus vocabulary can have
several thousand words, the resulting representations are extremely sparse and
high-dimensional, which makes them difficult to cluster meaningfully. Instead,
we adopt an alternative approach where a semantic embedding space (SES) is
defined by extracting a small number of topics from the entire corpus, and then
representing each block as a point in this vector space with its coordinates given
by the block’s consistency with each topic. While this topic space is useful for
clustering, it is still too high-dimensional to visualize. For this, we apply a fur-
ther dimensionality reduction method to map all blocks into a 2-dimensional
reduced embedding space (RES) as described below. This allows each document
to be visualized as a trajectory of blocks in the RES.

Topic Extraction: To extract topics from the corpus, we use the latent Dirichlet
allocation (LDA) algorithm [2]. LDA models each document as a mixture of
topics, z1, ..., zT , where each topic, zj , defines a multinomial distribution θj over
the vocabulary. The topics are obtained through Gibbs sampling of the corpus,
and result in the generative assignment of topic strengths to each document.
While LDA does not provide a way to determine the optimal number of topics,
we determined empirically that T = 25 was a good choice for the corpus.

Block Embedding in Topic Space: Once topics have been generated, the
words in each block are used to determine that block’s consistency with each
topic, and these values give a T -dimensional topic space vector representation
for each block. It should be noted that, while the semantic content of each topic
is of interest, it is not a significant issue for the use of topics to define a feature
space for clustering as long as the topics are sufficiently distinct from each other.

Block Clustering: The topic space representations of blocks are clustered using
the standard k-means clustering algorithm. The silhouette metric [12] is used as
the criterion for determining the optimal number of clusters. Figure 3 shows
the clustered blocks in topic space from a subset of the corpus. As shown in
the figure, most clusters are clear and homogeneous, documents get clustered
together when they share one or two strong topics. However, a few clusters are
more diffuse, and represent blocks with complex semantics.

Visualization of Document Signatures and Trajectories: After each block
in the corpus is assigned to a cluster, a document can be represented using a strip
signature in two ways: (1) A block-level signature where a strip of blocks and
gaps in the document are colored based on the cluster assignment of each block;
and (2) A topic-level signature, which is a topic × sentence matrix heat-map,
with the intensity of cell (j, k) indicating the consistency of the kth sentence in
the document with topic zj . Figure 4 shows both signatures for two documents.
It can be seen from the block-level signatures that the document on the left
is confined mainly to one cluster, with a brief digression to another one. The
document on the right, in contrast, ranges over several clusters, indicating that
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Fig. 3. Topic-level representation of 6,656 blocks in a corpus, sorted into 17 clusters.
White solid lines indicate the cluster boundaries.

it is semantically a more complex document than the first one. The topic-level
signature provides a more detailed snapshot of how topics are distributed in
the document. Together, the two signatures are “barcode” style snapshots of a
document’s semantic structure.

Fig. 4. Block-level and topic-level signatures for two documents. Left: Concentrated
document focused mostly in one cluster. Right: Diffuse document that traverses mul-
tiple clusters.

It is also interesting to visualize the temporal dynamics of individual doc-
uments in semantic space. To do this, we use a dimensionality-reduction app-
roach called stochastic nearest neighbors embedding (SNE) [5] to map the T-
dimensional topic-space representation to a 2-dimensional one. Each block is
then plotted in this space using its cluster color, and successive blocks (ignoring
gaps) are connected by lines to show the document’s semantic trajectory reflect-
ing the temporal structure of meaning in the minds of the authors. Figure 5
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shows the trajectories for the same concentrated and diffuse documents whose
signatures were shown in Fig. 4. The former has a tight trajectory with one
distant excursion, while the latter has a more wide-ranging trajectory.

Fig. 5. Block trajectories for the two documents from Fig. 4 in the reduced embedding
space. Left: Concentrated document. Right: Diffuse document.

5 Conclusion

Based on several datasets of research publications, our results indicate that, on
average, people tend to write 6 to 7 consecutive semantically coherent sentences
before shifting to a new block or a gap, and that the data across a large number
of documents is fit quite well by a Markov process under the stipulation that
a semantic block must not be less than three consecutive sentences in length.
These results are consistent across all tested corpora, though this conjecture
must still be verified on more diverse corpora. We have also demonstrated several
possible signatures for visualizing the temporal semantic structure in individual
documents.
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Abstract. This paper applies risk analysis to medical problems,
through the properties of nonlinear responses (convex or concave). It
shows (1) necessary relations between the nonlinearity of dose-response
and the statistical properties of the outcomes, particularly the effect of
the variance (i.e., the expected frequency of the various results and other
properties such as their average and variations); (2) The description of
“antifragility” as a mathematical property for local convex response and
its generalization and the designation “fragility” as its opposite, locally
concave; (3) necessary relations between dosage, severity of conditions,
and iatrogenics.

Iatrogenics seen as the tail risk from a given intervention can be ana-
lyzed in a probabilistic decision-theoretic way, linking probability to non-
linearity of response. There is a necessary two-way mathematical relation
between nonlinear response and the tail risk of a given intervention.

In short we propose a framework to integrate the necessary conse-
quences of nonlinearities in evidence-based medicine and medical risk
management.

Keywords: Evidence based medicine · Risk management
Nonlinear responses

Comment on the Notations: we use x for the dose, S(x) for the response function
to x when is sigmoidal (or was generated by an equation that is sigmoidal), and
f(x) when it is not necessarily so.

1 Background

Consideration of the probabilistic dimension has been made explicitly in some
domains, for instance there are a few papers linking Jensen’s inequality and noise
in pulmonary ventilators: papers such as Brewster et al. [1], Graham et al. [2],
Funk [3], Arold et al. [4], Amato et al. [5]. In short, to synthesize the litera-
ture, continuous high pressures have been shown to be harmful with increased
mortality, but occasional spikes of ventilation pressures can be advantageous
with recruitment of collapsed alveoli, and do not cause further increased mor-
tality. But explicit probabilistic formulations are missing in other domains, such
c© Springer Nature Switzerland AG 2018
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Fig. 1. These two graphs summarize the gist of this chapter: how we can go from the
reaction or dose-response S(x), combined with the probability distribution of x, to the
probability distribution of S(x) and its properties: mean, expected benefits or harm,
variance of S(x). Thus we can play with the different parameters affecting S(x) and
those affecting the probability distribution of x, to assess results from output. S(x) as
we can see can take different shapes (We start with S(x) monotone convex (top) or
the second order sigmoid).
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as episodic energy deficit, intermittent fasting, variable uneven distribution of
sub-groups (proteins and autophagy), vitamin absorption, high intensity train-
ing, fractional dosage, the comparative effects of chronic vs acute, moderate and
distributed vs intense and concentrated, etc.

Further, the detection of convexity is still limited to local responses and does
not appear to have led to decision-making under uncertainty and inferences on
unseen risks based on the detection of nonlinearity in response, for example the
relation between tumor size and the iatrogenics of intervention, or that between
the numbers needed to treat and the side effects (visible and invisible) from an
intervention such as statins or various blood pressure treatments.

The links we are investigating are mathematical and necessary. And they are
two-way (work in both directions). To use a simple illustrative example:

– a convex response of humans to energy balance over a time window necessarily
implies the benefits of intermittent fasting (seen as higher variance in the
distribution of nutrients) over some range that time window,

– the presence of misfitness in populations that have exceedingly steady nutri-
ents, and evidence of human fitness to an environment that provides high
variations (within bounds) in the availability of food, both necessarily imply
a nonlinear (concave) response to food over some range of intake and fre-
quency (time window).

The point can be generalized in the same manner to energy deficits and the
variance of the intensity of such deficits given a certain average.

Note the gist of our approach (Fig. 1): we are not asserting that the benefits
of intermittent fasting or the existence of a convex response are true; we are
just showing that if one is true then the other one is necessarily so, and building
decision-making policies that bridge the two.

Finally, note that convexity in medicine is at two levels. First, understanding
the effect of dosing and its nonlinearity. Second, at the level of risk analysis for
patients.

1.1 Convexity and Its Effects

Let us define convexity as follows. Let the “response” function f : R+ → R be a
twice differentiable function. If over a range x ∈ [a, b], over a set time period Δt,
∂2f(x)

∂x2 ≥ 0, or more practically (by relaxing the assumptions of differentiability),
1
2 (f(x + Δx) + f(x − Δx)) ≥ f(x), with x + Δx and x − Δx ∈ [a, b] then there
are benefits or harm from the unevenness of distribution, pending whether f is
defined as positive or favorable or modeled as a harm function (in which case
one needs to reverse the sign for the interpretation).

In other words, in place of a dose x, one can give, say, 140% of x, then
60% of x, with a more favorable outcome one is in a zone that benefits from
unevenness. Further, more unevenness is more beneficial: 140% followed by 60%
produces better effects than, say, 120% followed by 80%.
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We can generalize to comparing linear combinations:
∑

αi = 1, 0 ≤ |αi| ≤ 1,∑
(αif(xi)) ≥ f(

∑
(αixi)); thus we end up with situations where, for x ≤ b − Δ

and n ∈ N, f(nx) ≥ nf(x). This last property describes a “stressor” as having
higher intensity than zero: there may be no harm from f(x) yet there will be
one at higher levels of x.

Now if X is a random variable with support in [a, b] and f is convex over the
interval as per above, then

E (f(x)) ≥ f (E(x)) , (1)

what is commonly known as Jensen’s Inequality, see Jensen [6], Fig. 2. Further
(without loss of generality), if its continuous distribution with density ϕ(x) and
support in [a, b] belongs to the location scale family distribution, with ϕ( x

σ ) =
σϕ(x) and σ > 0, then, with Eσ the indexing representing the expectation under
a probability distribution indexed by the scale σ, we have:

∀σ2 > σ1, Eσ2 (f(x)) ≥ Eσ1 (f(x)) (2)

The last property implies that the convexity effect increases the expectation

operator. We can verify that since
∫ f(b)

f(a)
y

φ(f(−1)(y))
f ′(f(−1)(y))dy is an increasing function

of σ. A more simple approach (inspired from mathematical finance heuristics)
is to consider for 0 ≤ δ1 ≤ δ2 ≤ b − a, where δ1 and δ2 are the mean expected
deviations or, alternatively, the results of a simplified two-state system, each
with probability 1

2 :

f(x − δ2) + f(x + δ2)
2

≥ f(x − δ1) + f(x + δ1)
2

≥ f(x) (3)

This is of course a simplification here since dose response is rarely monotone
in its nonlinearity, as we will see in later sections. But we can at least make
claims in a certain interval [a, b].

What Are We Measuring? Clearly, the dose (represented on the x line) is hardly
ambiguous: any quantity can do, such as pressure, caloric deficit, pounds per
square inch, temperature, etc.

The response, harm or benefits, f(x) on the other hand, need to be equally
precise, nothing vague, such as life expectancy differential, some index of health,
and similar quantities. If one cannot express the response quantitatively, then
such an analysis cannot apply.

1.2 Antifragility

We define as locally antifragile1 a situation in which, over a specific interval [a, b],
either the expectation increases with the scale of the distribution as in Eq. 2, or
1 The term antifragile was coined in Taleb [7] inspired from mathematical finance and

derivatives trading, by which some payoff functions respond positively to increase
in volatility and other measures of variation, a term in the vernacular called “long
gamma”.
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Fig. 2. Jensen’s inequality

Fig. 3. The figure shows why fractional intervention can be more effective in exceeding
a threshold than constant dosage. This effect is similar to stochastic resonance
known in physics by which noise cause signals to rise above the threshold of detection.
For instance, genetically modified BT crops produce a constant level of pesticide, which
appears to be much less effective than occasional manual interventions to add doses to
conventional plants. The same may apply to antibiotics, chemotherapy and radiation
therapy.



304 N. N. Taleb

Fig. 4. An illustration of how a higher variance (hence scale), given the same mean,
allow more spikes –hence an antifragile effect. We have a Monte Carlo simulations of
two gamma distribution of same mean, different variances, X1 ∼ G(1, 1) and X2 ∼
G( 1

10
, 10), showing higher spikes and maxima for X2. The effect depends on norm

||.||∞, more sensitive to tail events, even more than just the scale which is related to
the norm ||.||2.

the dose response is convex over the same interval. The term in Taleb [7] was
meant to describe such a situation with precision: any situation that benefits
from an increase in randomness or variability (since σ, the scale of the distribu-
tion, represents both); it is meant to be more precise than the vague “resilient”
and bundle behaviors that “like” variability or spikes. Figures 3, 4, 5 and 6
describe the threshold effect on the nonlinear response, and illustrates how they
qualify as antifragile.

1.3 The First Order Sigmoid Curve

Define the sigmoid or sigmoidal function (Fig. 7) as having membership in a class
of function S, S : R → [L,H], with additional membership in the C2 class (twice
differentiable), monotonic nonincreasing or nondecreasing, that is let S′(x) be
the first derivative with respect to x: S′(x) ≥ 0 for all x or S′(x) ≤ 0. We have:

S(x) =
{

H as x → +∞;
L if x → −∞.

,
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Fig. 5. Representation of Antifragility of Fig. 4 in distribution space: we show the
probability of exceeding a certain threshold for a variable, as a function of σ the scale
of the distribution, while keeping the mean constant.

Fig. 6. How an increase in variance affects the threshold. If the threshold is above the
mean, then we are in the presence of convexity and variance increases expected payoff
more than changes in the mean, in proportion of the remoteness of the threshold. Note
that the tails can be flipped (substituting the left for the right side) for the harm
function if it is defined as negative.



306 N. N. Taleb

which can of course be normalized with H = 1 and L = 0 if S is increasing, or vice
versa, or alternatively H = 0 and L = −1 if S is increasing. We can define the
simple (or first order) sigmoid curve as having equal convexity in one portion
and concavity in another: ∃k > 0 s.t. ∀x1 < k and x2 > k, sgn (S′′(x1)) =
−sgn(S′′(x2)) if |S′′(x2)| ≥ 0.

Now all functions starting at 0 will have three possible properties at inception,
as in Fig. 8:

– concave
– linear
– convex

The point of our discussion is the latter becomes sigmoid and is of interest to
us. Although few medical examples appear, under scrutiny, to belong to the first
two cases, one cannot exclude them from analysis. We note that given that the
inception of these curves is 0, no linear combination can be initially convex unless
the curve is convex, which would not be the case if the start of the reaction is
at level different from 0.

There are many sub-classes of functions producing a sigmoidal effect.
Examples:

– Pure sigmoids with smoothness characteristics expressed in trigonometric or
exponential form, f : R → [0, 1]:

f(x) =
1
2

tanh
(κx

π

)
+

1
2

f(x) =
1

1 − e−ax

– Gompertz functions (a vague classification that includes above curves but can
also mean special functions)

– Special functions with support in R such as the Error function f : R → [0, 1]

f(x) = −1
2
erfc

(

− x√
2

)

– Special functions with support in [0, 1], such as f : [0, 1] → [0, 1]

f(x) = Ix(a, b),

where I(.)(., .) is the Beta regularized function.
– Special functions with support in [0,∞)

f(x) = Q
(
a, 0,

x

b

)

where Q (., ., .) is the gamma regularized function.
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Fig. 7. Simple (first order) nonincreasing or nondecreasing sigmoids

– Piecewise sigmoids, such as the CDF of the Student Distribution

f(x) =

⎧
⎨

⎩

1
2I α

x2+α

(
α
2 , 1

2

)
x ≤ 0

1
2

(

I x2

x2+α

(
1
2 , α

2

)
+ 1

)

x > 0

We note that the “smoothing” of the step function, or Heaviside theta θ(.)
produces to a sigmoid (in a situation of a distribution or convoluted with a test
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Fig. 8. The three possibilities at inception

Fig. 9. Every (relatively) smooth dose-response with a floor has to be convex, hence
prefers variations and concentration
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Fig. 10. Every (relatively) smooth dose-response with a ceiling has to be concave,
hence prefers stability

Fig. 11. The Generalized Response Curve, S2 (x; a1, a2, b1, b2, c1, c2) , S1 (x; a1, b1, c1)
The convex part with positive first derivative has been designated as “antifragile”
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Fig. 12. The smoothing of Heaviside as distribution or Schwartz function; we can treat
step functions as sigmoid so long as K, the point of the step, is different from origin
or endpoint.

function with compact support), such as 1
2 tanh

(
κx
π

)
+ 1

2 , with κ → ∞, see
Fig. 12.

1.4 Some Necessary Relations Leading to a Sigmoid Curve

Let f1(x) : R+ → [0,H] , H ≥ 0, of class C2 be the first order dose-response
function, satisfying f1(0) = 0, f ′

1(0)| = 0, limx→+∞ f1(x) = H, monotonic
nondecreasing, that is, f ′

1(x) ≥ 0 ∀x ∈ R
+, with a continuous second derivative,

and analytic in the vicinity of 0. Then we conjecture that:

A - There is exist a zone [0, b] in which f1(x) is convex, that is f ′′
1 (x) ≥ 0, with

the implication that ∀a ≤ b a policy of variation of dosage produces beneficial
effects:

αf1(a) + (1 − α)f1(b) ≥ f1(αa + (1 − α)b), 0 ≤ α ≤ 1.

(The acute outperforms the chronic).
B - There is exist a zone [c,H] in which f1(x) is concave, that is f ′′

1 (x) ≤ 0, with
the implication that ∃d ≥ c a policy of stability of dosage produces beneficial
effects:

αf1(c) + (1 − α)f1(d) ≤ f1(αc + (1 − α)d).

(The chronic outperforms the acute).



Convex Responses in Medicine 311

2 The Generalized Dose Response Curve

Let SN (x): R → [kL, kR], SN ∈ C∞, be a continuous function possessing deriva-
tives

(
SN

)(n) (x) of all orders, expressed as an N -summed and scaled standard
sigmoid functions:

SN (x) �
N∑

i=1

ak

1 + e(−bkx+ck)
(4)

where ak, bk, ck are scaling constants ∈ R, satisfying:

(i) SN (-∞) =kL

(ii) SN (+∞) =kR and (equivalently for the first and last of the following con-
ditions)

(iii) ∂2SN

∂x2 ≥ 0 for x ∈ (-∞, k1) , ∂2SN

∂x2 < 0 for x ∈ (k2, k>2), and ∂2SN

∂x2 ≥ 0 for
x ∈ (k>2, ∞), with k1 > k2 ≥ . . . ≥ kN .

By increasing N , we can approximate a continuous functions dense in a metric
space, see Cybenko [8] (Figs. 9 and 10).

The shapes at different calibrations are shown in Fig. 11, in which we com-
bined different values of N = 2 S2 (x; a1, a2, b1, b2, c1, c2) , and the standard sig-
moid S1 (x; a1, b1, c1), with a1 = 1, b1 = 1 and c1 = 0. As we can see, unlike the
common sigmoid, the asymptotic response can be lower than the maximum, as
our curves are not monotonically increasing. The sigmoid shows benefits increas-
ing rapidly (the convex phase), then increasing at a slower and slower rate until
saturation. Our more general case starts by increasing, but the response can
be actually negative beyond the saturation phase, though in a convex manner.
Harm slows down and becomes “flat” when something is totally broken.

3 Antifragility in the Various Literatures

Before moving to the iatrogenics section, let us review the various literature that
found benefits in increase in scale (i.e. local antifragility) though without gluing
their results as part of a general function.

In short the papers in this section show indirectly the effects of an increase in
σ for diabetes, alzheimer, cancer rates, or whatever condition they studied. The
scale of the distribution means increasing the variance, say instead of giving a
feeding of x over each time step Δt, giving x − δ then x + δ instead, as in Eqs. 1
and 2. Simply, intermittent fasting would be having Δ ≈ x. And the scale can
be written in such a simplified example as the dispersion σ ≈ δ.

3.1 Denial of Second Order Effect

In short, antifragility is second order effect (the average is the first order effect).
One blatant mistake in the literature lies in ignoring the second order effect

when making statements from empirical data. An illustration is dietary recom-
mendations based on composition without regard to frequency. For instance, the
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use of epidemiological data concerning the Cretan diet focused on composition
and not how often people ate each food type. Yet frequency matters: the Greek
Orthodox church has, depending on the severity of the local culture, almost two
hundred vegan days per year, that is, an episodic protein deprivation; meats
are eaten in lumps that compensate for the deprivation. As we will see with
the literature below, there is a missing mathematical bridge between studies of
variability, say on one hand, and the focus on food composition –the Longo and
Fontana studies, furthermore, narrows the effect of the frequency to a given food
type, namely proteins2.

Further, the computation of the “recommended daily” units may vary
markedly if one assumes second order effects: the needed average is mathemati-
cally sensitive to frequency, as we saw earlier.

3.2 Scouring the Literature for Antifragility

A sample of papers document such reaction to σ is as follows.
Mithridatization and hormesis: Kaiser [11] (see Fig. 13), Rattan [12], Calabrese

and Baldwin [13–15], Aruguman et al. [16]. Note that the literature focuses on
mechanisms and misses the explicit convexity argument. Is also absent the idea of
divergence from, or convergence to the norm–hormesismight just be reinstatement
of normalcy as we will discuss further down.

Caloric Restriction and Hormesis: Martin, Mattson et al. [17].

Treatment of Various Diseases: Longo and Mattson [18].

Cancer Treatment and Fasting: Longo et al. [19], Safdie et al. [20], Raffaghelo
et al. [21], Lee et al. [22].

Aging and Intermittence: Fontana et al. [23].

For Brain Effects: Anson, Guo, et al. [24], Halagappa, Guo, et al. [25], Stranahan
and Mattson [26]. The long-held belief that the brain needed glucose, not ketones,
and that the brain does not go through autophagy, has been progressively replaced.

On Yeast and Longevity Under Restriction; Fabrizio et al. [27]; SIRT1, Longo
et al. [28], Michan et al. [29].

For Diabetes, Remission or Reversal: Taylor [30], Lim et al. [31], Boucher
et al. [32]; diabetes management by diet alone, early insights in Wilson et al. [33].
Couzin [34] gives insight that blood sugar stabilization does not have the effect

2 Lee and Longo [9] “In the prokaryote E. coli, lack of glucose or nitrogen (compa-
rable to protein restriction in mammals) increase resistance to high levels of H2O2

(15 mm) [10]”.
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Fig. 13. Hormesis in Kaiser [11] we can detect a convex-concave sigmoidal shape that
fits our generalized sigmoid in Eq. 4.

anticipated (which in our language implies that σ matters). The ACCORD study
(Action to Control Cardiovascular Risk in Diabetes) found no gain from lower-
ing blood glucose, or other metrics –indeed, it may be more opaque than a
simple glucose problem remedied by pharmacological means. Synthesis, Skyler
et al. [35], old methods, Westman and Vernon [36]. Bariatric (or other) surgery as
an alternative approach from intermittent fasting: Pories [37], Guidone et al. [38],
Rubino et al. [39].

Ramadan and Effect of Fasting: Trabelsi et al. [40]. Note that the Ramadan time
window is short (12 to 17 h) and possibly fraught with overeating so conclusions
need to take into account energy balance and that the considered effect is at the
low-frequency part of the timescale.

Caloric Restriction: An understanding of such natural antifragility can allow us
to dispense with the far more speculative approach of pharmacological interven-
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tions such as suggested in Stip (2010) –owing to more iatrogenics discussed in
the next Sect. 4.

Autophagy for Cancer: Kondo et al. [41].

Autophagy (general): Danchin et al. [42], He et al. [43].

Fractional Dosage: Wu et al. [44]. Jensen’s inequality in workout: Many such as
Schnohr and Marott [45] compare the results of intermittent extremes with “mod-
erate” physical activity; they got close to dealing with the fact that extreme sprint-
ing and nothing outperforms steady exercise, but missed the convexity bias part.

Cluster of Ailments: Yaffe and Blackwell [46], Alzheimer and hyperinsulenemia
as correlated, Razay and Wilcock [47]; Luchsinger, Tang, et al. [48], Luchsinger
Tang et al. [49] Janson, Laedtke, et al. [50]. The clusters are of special interest
as they indicate how the absence or presence of convex effect can manifest itself
in multiple diseases.

Benefits of Some Type of Stress (and Convexity of the Effect): For the different
results from the two types of stressors, short and chronic, “A hassle a day may
keep the pathogens away: the fight-or-flight stress response and the augmentation
of immune function” [51]. For the benefits of stress on boosting immunity and
cancer resistance (squamous cell carcinoma), Dhabhar et al. [52], Dhabhar et
al. [53], Ansbacher et al. [54].

Iatrogenics of Hygiene and Systematic Elimination of Germs: Rook [55],
Rook [56] (auto-immune diseases from absence of stressor), Mégraud and Lam-
ouliatte [57] for Helyobacter Pilori and incidence of cancer.

3.3 Extracting an Ancestral Frequency

We noted that papers such as Kaiser [11] and Calabrese and Baldwin [14], miss
the point that hormesis may correspond to a “fitness dose”, beyond and below
which one departs from such ideal dispersion of the dose x per time period.

We can also apply the visible dose-response curve to inferring the ideal
parametrization of the probability distribution for our feeding (ancestral or oth-
erwise) and vice-versa. For instance, measuring the effects of episodic fasting on
cancer, diabetes, and other ailments can lead to assessing some kind of “fitness”
to an environment with a certain structure of randomness, either with the σ
above or some richer measure of probability distribution. Simply, if diabetes can
be controlled or reversed with occasional deprivation (a certain variance), say
24 h fasts per week, 3 days per quarter, and a full week every four years, then
necessarily our system can be made to fit stochastic energy supply, with a cer-
tain frequency of deficits –and, crucially, we can extract the functional expression
from such frequencies.
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Note that an understanding of the precise mechanism by which intermittence
works (whether dietary or in energy expenditure), which can be autophagy or
some other mechanism such as insulin control, are helpful but not needed given the
robustness of the mathematical link between the functional and the probabilistic.

4 Nonlinearities and Iatrogenics

Next we connect nonlinearity to iatrogenics, broadly defined as all manner of
net deficit of benefits minus harm from a given intervention.

In short, Taleb and Douady [58] describes fragility as a “tail” property, that
is, below a set level K, how either (1) greater uncertainty or (2) more variability
translate into a degradation of the effect of the probability distribution on the
expected payoff.

The probability distribution of concern has for density p, a scale s− for the
distribution below Ω a centering constant (we can call s− a negative semidevia-
tion). To cover a broader set of distributions, we use pλ(s) where λ is a function
of s.

Fig. 14. A definition of fragility as left tail payoff sensitivity; the figure shows the effect
of the perturbation of the lower semi-deviation s− on the tail integral ξ of (x − Ω)
below K, Ω being a centering constant. Our detection of fragility does not require the
specification of p the probability distribution.
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We set ξ(., .) a function of the expected value below K. Intuitively it is meant
to express the harm, and, mostly its variations –one may not have a precise idea
of the harm but the variations can be extracted in a more robust way.

ξ(s−) =
∫ K

−∞
|x − Ω| pλ(s−)(x) dx (5)

ξ(s− + Δs−) =
∫ K

−∞
|x − Ω| pλ(s−+Δs−)(x) dx (6)

Fragility is defined as the variations of ξ(.) from an increase in the left scale
s− as shown in Fig. 14. The difference ξ(Δs−) represents a sensitivity to an
expansion in uncertainty in the left tail.

The theorems in Taleb and Douady [58] show that:

– Convexity in a dose-response function increases ξ.
– Detecting such nonlinearity allows us to predict fragility and formulate a

probabilistic decision without knowing p(.).
– The mere existence of concavity in the tails implies an unseen risk.

4.1 Effect Reversal and the Sigmoid

Now let us discuss Figs. 15 and 16. The nonlinearities of dose response and
hormetic or neutral effect at low doses is illustrated in the case of radiation: In
Neumaier et al. [59] titled “Evidence for formation of DNA repair centers and
dose-response nonlinearity in human cells”, the authors write: “The standard
model currently in use applies a linear scale, extrapolating cancer risk from
high doses to low doses of ionizing radiation. However, our discovery of DSB
clustering over such large distances casts considerable doubts on the general
assumption that risk to ionizing radiation is proportional to dose, and instead
provides a mechanism that could more accurately address risk dose dependency
of ionizing radiation.” Radiation hormesis is the idea that low-level radiation
causes hormetic overreaction with protective effects. Also see Tubiana et al. [60].

Bharadwaj and Stafford present similar general-sigmoidal effects in hormonal
disruptions by chemicals [61].

4.2 Nonlinearity of NNT, Overtreatment, and Decision-Making

Below are applications of convexity analysis in decision-making in dosage, shown
in Figs. 15, 16 and 17.

In short, it is fallacious to translate a policy derived from acute conditions
and apply it to milder ones. Mild conditions are different in treatment from an
acute one.

Likewise, high risk is qualitatively different from mild risk.
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Medical Breakeven

Iatrogenics zone

Condition

Drug Benefit

Fig. 15. Drug benefits when convex to Numbers Needed to Treat, with gross iatrogenics
invariant to condition (the constant line). We are looking at the convex portion of a
possibly sigmoidal benefit function.

Iatrogenics

Treatment
breakeven

Tumor Size

Severity

Fig. 16. Tumor breakeven we consider a wider range of Fig. 15 and apply it to the
relation between tumor size and treatment breakeven.

Mammogram Controversy. There is an active literature on “overdiagnosis”,
see Kalager et al. [62], Morell et al. [63]. The point is that treating a tumor
that doesn’t kill reduces life expectancy; hence the need to balance iatrogenics
and risk of cancer. An application of nonlinearity can shed some light to the
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Outcomes

Probability

Hidden Iatrogenics Benefits

Fig. 17. Unseen risks and mild gains: translation of Fig. 15 to the skewness of a deci-
sion involving iatrogenics when the condition is mild. This also illustrates the Taleb
and Douady [58] translation theorems from concavity for S(x) into a probabilistic
attributes.

approach, particularly that public opinion might find it “cruel” to deprive people
of treatment even if it extends their life expectancy [7].

Hypertension Illustrations. Consider the following simplified case from
blood pressure studies: assume that when hypertension is mild, say marginally
higher than the zone accepted as normotensive, the chance of benefiting from a
certain drug is close to 5% (1 in 20). But when blood pressure is considered to be
in the “high” or “severe” range, the chances of benefiting would now be 26% and
72%, respectively. See Pearce et al. [64] for similar results for near-nomotensive.

But consider that (unless one has a special reason against) the iatrogenics
should be safely considered constant for all categories. In the very ill condition,
the benefits are large relative to iatrogenics; in the borderline one, they are small.
This means that we need to focus on high-symptom conditions compare to other
situations in which the patient is not very ill.

A 2012 Cochrane meta-analysis indicated that there is no evidence that treat-
ing otherwise healthy mild hypertension patients with antihypertensive therapy
will reduce CV events or mortality. Makridakis and DiNicolantonio [65] found no
statistical basis for current hypertension treatment. Rosansky [66] found a “silent
killer” in iatrogenics, i.e. hidden risks, matching our illustration in distribution
space in Fig. 17.
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Statin Example. We can apply the method to statins, which appears to have
benefits in the very ill segment that do not translate into milder conditions.
With statin drugs routinely prescribed to lower blood lipids, although the result
is statistically significant for a certain class of people, the effect is minor. “High-
risk men aged 30–69 years should be advised that about 50 patients need to
be treated for 5 years to prevent one [cardiovascular] event” (Abramson and
Wright [67]).

For statins side effects and (more or less) hidden risks, see effects in muscu-
loskeletal harm or just pain, Speed et al. [68]. For a general assessment, seeHilton-
Jones [69], Hu, Cheung et al. [70]. Roberts [71] illustrates indirectly various
aspects of convexity of benefits, which necessarily implies harm in marginal
cases. Fernandez et al. [72] shows where clinical trials do not reflect myopa-
thy risks. Blaha et al. [73] shows “increased risks for healthy patients. Also,
Redberg and Katz [74]; Hamazaki et al. [75]:” The absolute effect of statins on
all-cause mortality is rather small, if any.”

Fig. 18. Concavity of Gains to Health Spending. A more appropriate regression line
than the one used by OECD should flatten off to the right, even invert to fit the USA.
Credit: Edward Tufte
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Other. For a similar approach to pneumonia, File [76].
Back: Overtreatment (particularly surgery) for lower back conditions is dis-

cussed in the iatrogenics (surgery or epidural), Hadler [77].
For a discussion of the application of number needed to treat in evidence-

based studies, see Cook et al. [78]. One can make the issue more complicated
with risk stratification (integrating the convexity to addition of risk factors), see
Kannel et al. [79].

Doctor’s strikes: There have been a few episodes of hospital strikes, leading
to the cancellation of elective surgeries but not emergency-related services. The
data are not ample (n = 5), but can give us insights if interpreted in via negativa
manner as it corroborates the broader case that severity is convex to condition.
It is key that there was no increase in mortality (which is more significant than a
statement of decrease). See Cunningham et al. [80]. See also Siegel-Itzkovich [81].
On the other hand, Gruber and Kleiner [82] show a different effect when nurses
strike. Clearly looking at macro data as in Fig. 18 shows the expected concavity:
treatment results are concave to dollars invested –life expectancy empirically
measured includes the results of iatrogenics.
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Abstract. Individual biomarkers are often studied as indicators of abnormality,
but a complex systems perspective suggests that further insight may be gained
by considering biomarker values in the context of others. The concept of
homeostasis implies that normal levels of a biomarker may be abnormal in
relation to the levels of other biomarkers, and vice versa. On the premise that
healthy physiological dynamics are constrained through regulation and thus
converge towards certain profiles, results from our lab suggest that Mahalanobis
distance (Dm), or the distance from the center of a distribution, can be used as a
measure of physiological dysregulation. Specifically, Dm increases with age,
and predicts mortality and many other health outcomes of age. Increase of signal
with the inclusion of more biomarkers, and lack of sensitivity to biomarker
choice confirm that dysregulation is indeed an emergent phenomenon. This
approach can be applied at the organismal level or to specific physiological/
biochemical systems. Here, in order to better understand the signal measured by
Dm, we draw on the mathematical relationship between principal components
(PCs) of the biomarkers and Mahalanobis distance. Our results characterize the
relative distribution of biological information among the PCs, and suggest that
careful removal of certain PCs in the calculation of Dm can significantly
improve the biological signal.

Keywords: Dysregulation � Mahalanobis distance � Principal components

1 Introduction

The metabolic processes required to sustain life are adapted to function within certain
parameters, and homeostasis can be used to refer to the ability to maintain those
parameters (Meunier et al. 2014). ‘Homeostasis’ can also be used to refer to a physi-
ological stable state, which, in this context, can be alternatively referred to as
‘homeodynamics’, which is thought to be better suited for referencing the dynamic and
adaptive processes required for physiological stability (Rattan 2014). It is believed that
homeodynamics have been optimized at the population level through evolutionary
processes, which suggests that healthy physiological dynamics may converge towards

© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 326–334, 2018.
https://doi.org/10.1007/978-3-319-96661-8_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96661-8_33&amp;domain=pdf


certain profiles (Rattan 2014). In a healthy organism, homeodynamics function on a
regulatory architecture that contains considerable redundancy, which lends to its
robustness (Kriete 2013). In turn, the loss of homeostasis in older age is thought to be
associated with changes to physiological architecture and dynamics, the latter of which
may be detected as shifted biomarker profiles from a healthy standard.

Therefore, while it is common to investigate individual biomarkers as indicators of
abnormality, a systems approach using multivariate analyses can be more insightful
(Cohen et al. 2018). For instance, it can detect cases where a biomarker within the
normal range is abnormal in relation to other biomarker values. Mahalanobis distance
(Dm) is a multivariate measure that represents the distance of a point from the center of
a distribution, and our lab hypothesized that more unusual biomarker profiles might
correlate with greater dysregulation (Cohen et al 2013). We found that Dm of blood
biomarkers increases with age and predicts many age-related health outcomes, sup-
porting Dm as a measure of physiological dysregulation. Furthermore, the signal of Dm
increases with the number of biomarkers, but is largely insensitive to the precise choice
of markers, confirming a complex systems interpretation (Cohen et al 2015a).

Here, we were interested in understanding if there were ways to improve the signal
of Dm to detect physiological dysregulation. To do so, we first considered robust
versions of Dm, and then tested whether reducing the information with principal
components analysis (PCA) could boost the signal. PCA converts the data to an
alternate coordinate system, maintaining the correlative structure within the data.
Therefore, the derivation of Dm can be conceptualized in terms of either PCs or
biomarkers; the Dm of all PCs is equivalent to the Dm of all biomarkers used to derive
the PCs, though this connection is often overlooked (Brereton et al. 2016). We take
advantage of this relationship to investigate how the signal of Dm may be improved
with better characterization of its constituent PCs.

2 Materials and Methods

2.1 Data

Two datasets were used for comparison. The Women’s Health and Aging Study
(WHAS) is a population-based prospective study of community-dwelling women aged
65+, drawn from eastern Baltimore City and Baltimore County, Maryland (Fried et al.
2000). Invecchiare in Chianti (Aging in Chianti, “InCHIANTI”) is a prospective
population-based study of 1156 adults aged 65–102 and 299 aged 20–64 randomly
selected from two towns in Tuscany, Italy using multistage stratified sampling in 1998.
Both datasets are longitudinal with follow-up visits.

Biomarkers were chosen based on availability and with reference to previous
studies (Cohen et al. 2013; Cohen et al. 2015b) to maintain consistency for comparison
of results. The 36 biomarker set (those with “*” are also in the 20 biomarker set):

A/G ratio, albumin*, alkaline phosphatase*, ALT*, AST*, basophil %, BUN/creatinine ratio*,
calcium*, cholesterol, chloride*, creatinine*, C-reactive protein, eosinophil %, ferritin, GGT,
glucose*, hemoglobin*, hematocrit*, HDL, iron, potassium*, LDH, lymphocyte %, MCH*,
MCHC*, magnesium, monocyte %, neutrophil %, platelets*, red blood cell count*, RDW*,
sodium*, total protein*, triglycerides, uric acid, white blood cell count*
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2.2 Statistical Analyses

The biomarkers were transformed to a normal distribution if applicable, then centered
and unit-scaled. PCA was performed using the prcomp function. Dm was calculated
with the mahalanobis function, with the addition of the covMcd function from the
‘robustbase’ package for the robust method. Cox proportional hazards from the ‘sur-
vival’ package was used to model mortality. All statistical analyses were performed in
R v3.4.2. Details of analytical approaches are included in the Analyses and Results
section for clarity, as our subsequent methods often depended on previous results.

3 Analyses and Results

3.1 Robust Mahalanobis Distance

We compared the classical version of Dm calibrated on the full sample to a robust
version using the minimum covariance determinant, which uses a specified fraction, h,
of the population for calibration to avoid outliers and long tails. Since dysregulation is
known to predict mortality (e.g. Milot et al. 2014), we assessed the biological signal of
Dm through mortality hazard ratios (HRs). To see how using different fractions of the
population in the estimator might affect the signal, we plotted h against the 95% HR
(calculated as [HR(Dm0.975 − Dm0.025)], where Dm0.975 and Dm0.025 are the 97.5th and
2.5th quantiles of Dm respectively). This standardizes the analysis for the differing
effect sizes of per-unit hazard ratios of the corresponding Dm measure on mortality
(Fig. 1). The figure implies that classical Dm (represented by h = 1) outperforms
robust Dm (when h < 1).

Fig. 1. HR for mortality per unit of Dm based on the fraction h of the population used to calculate
a robust Dm for various datasets, using 36 biomarkers. Higher HR indicates stronger associations
of Dm with mortality, and thus a stronger signal of dysregulation. HRs are highest in both
populations for h = 1, indicating that signal is actually lost when using robust versions of Dm.

328 D. L. Leung et al.



3.2 Characterizing PCs

Next, we attempted to understand and improve the signal of Dm by using PCs instead
of the raw biomarkers. Cohen et al. (2015b) have previously used PCA as a method to
examine physiological correlations among standard biomarkers. They found that the
first two PCs were stably detected across demographics and were predictive of mor-
tality and age-related health outcomes. The subsequent PCs were not further investi-
gated due to their instability, but here we examined their biological significance in
respect to variance and stability to contextualize the first PCs, and to develop a more
general understanding of how PCA organizes biological information.

PC Ranking and Biological Information. To see if PC rank indicated biological
significance, we calculated the effect sizes of all PC scores on mortality (Fig. 2a).
While the confidence interval generally increased with increasing rank (less variance
explained), 15 of 36 PCs had significant associations with mortality in WHAS, and 10
of 36 in InCHIANTI, including PCs of rank up to 33 and 27 respectively. This implies
that lower-variance PCs also often hold biological information. The number of tests
conducted implies substantial room for false positives in the list, but there are many
more mortality-associated PCs than expected by chance.

In order to confirm the biological signal in the lower-ranked PCs, we used the
loadings of these mortality-associated PCs to calculate scores for the other dataset (blue
in Fig. 2a). In the lower PCs, we found that 4 PCs derived from InCHIANTI remained
significant in WHAS, and 3 PCs remained significant in the reverse. Therefore, the first
PCs do not seem unique in containing biological information. Also, our proxy for a

Fig. 2. (a) HRs of PCs derived from 36 biomarkers, truncated for visual clarity. Loadings
derived from each dataset were applied to both datasets to obtain PC scores. (b) Correlation
matrix of PC scores using WHAS and InCHIANTI PC loadings gauge stability of the PCs in the
combined population.
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biological signal - prediction of mortality - is rather crude, and many PCs unassociated
with mortality may nonetheless contain important biological information.

PC Stability and Biological Information. To put the stability of the first PCs into
context, and to evaluate the possibility that some of the instability may be due to shifts
in ranking/order, we generated correlation matrices of the PC scores derived from
analyses on varying datasets/demographics. As expected from previously published
analyses, the first PCs showed relatively strong correlations with each other across
datasets, and PCs became increasingly unstable with decreasing variance explained
(Fig. 2b). However, it was surprising to find that the last PCs showed strong correla-
tions across datasets as well, and that some of their correlations were even stronger than
those of the first PCs. This seemed intriguing since stability, through its association
with the notable first PCs, might indicate important biological processes.

3.3 Using PC Subsets to Calculate Dm

To provide an alternative gauge of biological significance in the PCs, we investigated
how using different subsets of PCs in calculating Dm would affect the strength of Dm
as a biological measure, again using association with mortality as a proxy. We found
that omitting the last few PCs in the calculation of Dm consistently generated stronger
associations with mortality than the standard of using all PCs (Fig. 3).

3.4 Interpretation of the Last Few PCs

The seeming detrimental effect of the last few PCs on mortality prediction suggests that
they did not contain relevant biological information - or biological information at all.
This is corroborated by the examination of the correlation matrix between the PC
loadings of coefficient of variance-(CV-)scaled and inversely-CV-scaled biomarkers
(also known as level scaling and vast scaling, respectively), as their very low variance
biomarkers did not follow as expected the inverse trend of the other PCs (van den Berg
et al. 2006) (Fig. 4a). Inverse scaling would prioritize biological axes with the smallest

Fig. 3. Effect of using subsets of PCs to calculate Dm on HR of mortality. The x-axis represents
the cumulative number of PCs, included by rank from lowest to highest, used to calculate Dm.
Thus, 20 on the x-axis indicates that Dm is calculated with the first 20 PCs, etc. InCHIANTI,F
and InCHIANTI,M indicate the female and male subsets, respectively.
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variation (i.e., highly stable), so the non-inverted trend and high correlation of the last
few PCs suggest that they do not contain a biological signal.

These last few PCs also tended to correspond to a distinctive drop in variance,
visually apparent on the scree plot (Fig. 4b). Others performing PCA on the
InCHIANTI dataset have also observed these very-low variance PCs, and suggested
that they represent measurement error, particularly as the last axis in that analysis
represented the contrast between two tightly correlated receptors for TNF-a, STNRFI
and STNRFII (Morrisette-Thomas et al. 2014). This interpretation agrees with the
observation that the loadings of the last few PCs tend to represent the inverse rela-
tionship of highly correlated biomarkers (e.g. hemoglobin and hematocrit). These
stable, very-low variance PCs might also be understood as the ‘residuals’ of PCA, or an
effect/by-product of the correlations within the data. PCs are all linearly
uncorrelated/orthogonal to each other, and PCA generates an equal number of PCs as
the number of input variables, regardless of their correlation.

Fig. 4. (a) Correlation matrices of PC loadings derived from CV-scaled biomarkers versus PC
loadings derived from inversely-CV-scaled biomarkers. CV-scaling and inverse-CV-scaling
change the ranks of the PCs, such that PCs with high CVs have high or low ranks respectively.
The correlations are thus expected to be strong along the negative diagonal. However, note that
the last 4 PCs (33–36) are along the positive diagonal, and are thus the same axes regardless of
the scaling used. (b) Scree plot of PC variance explained.
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4 Discussion

Here we have shown that a robust version of Dm actually appears to decrease its signal
in the context of detecting physiological dysregulation through biomarker profiles.

However, we have also shown how the interpretation of Dm may be improved by
examining its constituent PCs, as our results suggest that: (1) biological significance is
not limited to first PCs, consistent with the interpretation of Dm as an emergent
phenomenon in a complex system, and (2) eliminating the last PC axes, which appear
to represent measurement error or other types of noise, can boost the signal of Dm.

The interpretation of the last few PCs as noise is congruent with the relationship
between the PCs and Dm. Mahalanobis distance gives all orthogonal, identically scaled
variables an equal weight, with highly redundant variables downweighted. In contrast,
PCA draws on the redundancies, with the highest-ranked PCs being those that contain
the most redundancy (i.e., shared signal) among variables. The PCs are by definition
orthogonal, and thus have equal weight when interpreting the calculation of Dm in
terms of PCs. The noise of the very-low variance PCs thus carries the same per-axis
weight as the information from the first few PCs, which have been previously been
shown to have a clear biological interpretation (Cohen et al. 2015b). So while this
‘noise’ may account for a very small proportion of the data, it is greatly magnified in
the Dm calculation. This would explain how its removal can have such a marked
impact on the signal.

Removal of PCs is often discussed in the context of dimension reduction, where
importance of PCs is mainly evaluated based on variance, like the practice of dropping
PCs with variances <1% (Jolliffe 1986). In the context of using PCA in regression, it is
understood that higher variance does not necessarily correspond to greater importance
(Jolliffe 1986). However, discussion of PC selection for Dm appears sparse in the
literature, and the literature that has been found seems to be in agreement (Brereton
et al. 2016). They have also concluded that it can be advantageous to be selective of the
principal components when calculating Dm. While we have observed this in the
removal of the last few PCs, we have not systematically investigated other patterns of
PC selection for improving Dm, and this may be a direction for future research. For
example, in many -omics applications across thousands of genes, it is typical to remove
the first PCs to eliminate signals due to batches, conditions, etc. that cut across multiple
biological systems (Gastinel 2012, Reese et al. 2013).

This study is also limited in that it only uses associations with mortality as a proxy
for biological significance. Further analyses using measures like frailty or association
with age may provide greater context for interpreting these results. An additional
limitation is that we do not explore the biological significance of the mid-ranked PCs.
Are they simply shifting order across data sets, with measurement error and low
variance explained contributing to difficulties finding strong correlations? Or is the
biological information reorganized across the datasets, potentially due to factors such
as population composition that might cause different processes to emerge? For
example, some of our analyses suggest that it may be worth further investigating how
patterns differ by sex (e.g. Fig. 3). In the end, we find it unsurprising that there is
substantial biological information in the mid-ranked PCs. Biological systems are highly
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complex, and it would be quite surprising if a few key axes explained all the variance.
However, many biological systems are contingent. For example, an acute immune
response is generally mounted only in the presence of a pathogen, such that a PCA on
immune parameters might generate vastly different results depending on the prevalence
of pathogen infections. We should thus expect different correlation structures to emerge
in organisms with differing circumstances, and we suspect that differences in popula-
tion composition may account for the instability of the mid-ranked axes.

While emergent phenomena are more than the sum of their components, under-
standing how their components contribute to these emergent properties can provide
insight to the behavior of the system. Dm seems to capture the emergent property of
dysregulation, and if PCs represent physiological patterns, understanding how they
impact Dm in these terms could be useful. Our current model still relies on a number of
sparsely explored assumptions, such as the presence of a single optimal profile rep-
resented by the mean vector, but understanding how Dm can (and cannot) be improved
should aid in our conceptualization of dysregulation, and vice versa.
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Abstract. “Smart” microorganisms are named for their extraordinary ability to
generate energy and materials like electricity, hydrogen, methane, cleaning
wastewater and proteins. Unlocking predictive patterns between microorgan-
isms’ genetic fingerprints and their metabolism from compiled databases could
provide revolutionary screening methods for discovering smart microorganisms.
In this paper, we show a self-awareness concept and theory of natural swarm

intelligence (SI) that can be used to discover authoritative and popular infor-
mation as well as emerging and anomalous information when traditional con-
nections among information nodes (e.g., hyperlinks or citations) are not
available. The different categories of information can be all high-value
depending on the application requirements. A self-awareness of swarm intelli-
gence is a data-driven framework, modeled and measured using a recursive
distributed infrastructure of machine learning. The combination of the machine
learning and swarm intelligence are extended and enhanced in a completely new
perspective. We built a data model from USPTO database, NCBI database, JGI
(Joint Genomic Database) and KEGG database, as well as our own bio-database.
We applied our big data biotechnology called CASCADE to microorganism

populations using a measure we termed average metabolic efficiency (AME),
which highly correlates with real life metabolic capabilities. We used the data
models to select microbial consortia for wastewater treatment using the swarm
intelligence of microbes. The collective behaviors of the selected microbes are
used for cleaning wastewater and convert bio-wastes to usable energy.
In methane experiments, we found that selected microbs are not only con-

sistent with current scientific selection, but also allowed prediction for two
additional microorganisms not previously selected. This technology can
potentially identify mixtures of microorganisms that work more powerfully than
single ones and dramatically speed up the discovery process.
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1 Introduction

Swarm intelligence (SI) is a branch of artificial intelligence, which has been existing in
nature among grouping and activities of animals, birds, ants, fish or even microbes.
Swarm Intelligence is the collective behavior of decentralized, self-organized systems,
natural or artificial. The concept was originally used by Beni and Wang [12] in the
context of cellular robotic systems.

In this paper, we show a self-awareness concept and theory of swarm intelligence
[2, 8] that can be used to discover authoritative and popular information as well as
emerging and anomalous information when traditional connections among information
nodes (e.g., hyperlinks or citations) are not available. The different categories of
information can be all high-value depending on the application requirements. A self-
awareness of swarm intelligence is a data-driven framework, modeled and measured
using a recursive distributed infrastructure of machine learning. The combination of the
machine learning and swarm intelligence to be extended and enhanced in a completely
new perspective.

Since swarm intelligence systems consist typically of a population of simple agents
interacting locally with one another and with their environment. The inspiration often
comes from nature, especially biological systems. The agents follow very simple rules,
and although there is no centralized control structure dictating how individual agents
should behave, local, and to a certain degree random, interactions between such agents
lead to the emergence of “intelligent” global behavior, unknown to the individual
agents [2, 8].

We used the system self-awareness and swarm intelligence to built a data model
from USPTO database, NCBI database, JGI (Joint Genomic Database) and KEGG
(Kyoto Encyclopedia of Genes and Genomes) database, as well as our own CASCADE
(computer assisted strain construction and development engineering) database. We
used these machine learning methods on the data models to select microbial consortia
for wastewater treatment using the swarm intelligence of microbes. The collective
behaviors of the selected microbes are used for cleaning wastewater and convert bio-
wastes to usable energy.

2 Computer-Assisted Strain Construction

The swarm intelligence (SI) concept in this paper has an analogue in nature. As human
being often ponder: what is the mechanism behind flocking swarms seem successfully
achieve collective goals, such as looking for food or going to places in an optimized
fashion even Pareto optimal using only local and simple communications. [1, 2]. Often
a swarm can apply some SI to maximize a total value, e.g., get to a food target in a
shortest distance. A swarm finds an optimal solution using pheromone. A pheromone is
a chemical substance produced and released into the environment by a mammal or an
insect which affects the behavior or physiology of others. Microbes behaves in a similar
way as a form of special swarm on microscales.

In this paper, genetic information is added into the core of Computer-Assisted
Strain Construction and Development Engineering (CASCADE). The first type of

336 C. C. Zhou and S. Han



information, is generic gene functions or the percentage of gene usages in 23 general
function categories. According to Monica Riley’s classification, there are 23 gene role
categories in the genome of a microorganism [1]. The number and percentage of genes
for a given microorganism in every gene function category are taken from
“The Comprehensive Microbial Resource (CMR).”

Second, codon usages or more granular measures for recording the amino acid
composition of protein are also input with 64 codons for a given organism. Last,
metabolic gene functions or the unique gene numbers in 137 metabolic function cat-
egories for a given organism are inserted. All three of these data sets are treated as input
or known information to the system. More detailed functional categories can be found
in the enhanced databases such as The Institute for Genetic Research (TIGR). Here one
finds private experimental data can be also used for enhancement.

Figure 1 illustrates the CASCADE method which uses predictive targets such as
average metabolic efficiency (AME), a measure of the average frequency that a gene
appears in an organism’s metabolic pathway, to compute electrogenicity, a microor-
ganisms ability to generate clean energy like methane or electricity, where methane is a
key component of biogas in anaerobic digestion process, and electricity is a key
component in microbial fuel cell applications while cleaning the wastewaters.
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Fig. 1. Data model built with swarm intelligence and collaborative learning agents for selecting
bacteria to use their collective intelligence to clean and reuse wastewater, and convert wastes to
energy.
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The green box in Fig. 1 shows Swarm Intelligence with collaborative learning
agents (CLA) as the core modeling platform. Originally, CLA was designed and used
as a large-scale machine learning system for screening efficacy and the toxicity of
compounds, e.g. anti-canceanti-HIV drugs and biothreat counter measures [13]. In this
paper, it is trained and validated on historical data sets (either experimental or logical)
to discover knowledge patterns such as trend, recommendation, similarity and patterns
to predict and recommend potentially interesting targets and properties such as
methanogenicity, electrogenicity and hydrogenicity from a population of microorgan-
isms as shown in Fig. 2. The core QIS machine learning system was wrapped around
CASCADE data models constitutes the CASCADE core. The following sections detail
CASCADE data models. Microbs are one of the most prolific organisms on Earth.
Harnessing the power of “smart” microbs for energy generation while cleaning the
wastewater and a host of other life-improving applications such as wastewater treat-
ment has become more and more crucial to a sustainable world.

“Smart” microbs are aptly named for their extraordinary ability to generate energy
and materials like electricity, hydrogen, methane and proteins from organic sources.
Enhancing how we use the unique capabilities of these microbes is important.
Unlocking predictive patterns between a microorganisms genetic fingerprints and their
possible “smart” metabolic capabilities opens the door to improving the interpretation
of information in compiled databases of existing research which could lead to
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Fig. 2. Supervised leaning models of how to select microbes for our wastewater problem by
using the complimentary and collective behaviors of microbes
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revolutionary new screening methods. For scientists, it means that microbe analysis for
specific bioenergy and biotechnological uses becomes more efficient.

Machine learning, which focuses on prediction based on known properties, is the
basis for the technology that we termed CASADE. This big data methodology was able
to uncover predictive relationships between a microb’s genetic information and its
metabolic behavior.

We applied metabolic pathways from public databases, such as KEGG and
investigated metabolic reconstructions for the organisms with only genomic informa-
tion. Our selection included 327 bacteria in 13 groups.

We applied CASCADE technology to microb populations using a defined measure
termed as average metabolic efficiency (AME), a gauge that highly correlated with
metabolic capabilities that occur in real life. This measurement allowed us to explore
electrogenicity for improving microbial fuel cells (MFC), methanogenicity for methane
generation in anaerobic digester and protein production for spider silk.

One notable result in our work occurred with methane experiments. Here,
CASCADE-selected microbs were not only consistent (5/7 overlap) with current sci-
entific selection, but also allowed the prediction of two additional microorganisms not
previously selected by conventional methods.

This machine leaning method promises to help researchers find a cocktail of mixed
microorganisms that could work more efficiently and more powerfully than a single
microbs. Big data research in predictive metabolomics and computational biology has
the potential to speed the rate of discovery process and prediction and lower the
expense of lab work and experimental trials.

3 Data Model

Average Metabolic Efficiency (AME) is the average frequency that gene of an organism
is involved in a metabolic pathway, i.e. for a given organism in Table 1.

AME ¼
P

Sum 1� Nð ÞP
Number Unique Pathway

For example, Acidobacteria bacterium in Table 1 has the AME = 2.55. We found
that the AME measure is highly correlated with metabolic capabilities in real life. It is a
surrogate for representing metabolic efficiency. Higher level organisms such as a
mouse (AME = 2.84) tend to have larger values of AME, where as lower level
organisms such as microorganisms (e.g. E. coli AME = 2.39) tend to have smaller
values of AME. A higher AME indicates a higher maintenance required for an
organism for its biomass growth; therefore it might result in a higher cost to express
proteins. A lower AME, on the other hand, correlates with a higher yield for expressing
a gene product.
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4 Screening Microbs

Recovering methane from cleaning wastewater processing is important for two reasons:
(1) methane emitted into the air after sludge digestion has an impact 23 times worse
than CO2 on the greenhouse effect (2) yet, in an opposite perspective, wastewater is an
unexpected and surprisingly rich resource for electricity, hydrogen, and clean water.

In an anaerobic system [3–7] the majority of the chemical energy within a starting
organic material is released as methane through the conversion of complex organic
molecules to intermediate molecules. These end products also include sugars, hydrogen
and acetic acid. This conversion is divided into four key biological and chemical
stages, namely (i) Hydrolysis; (ii) Acidogenesis (Fermentation); (iii) Acetogenesis;
(iv) Methanogenesis, and four physiologically distinct groups of microorganisms,
including acetic acid-forming bacteria (acetogens) and methane-forming bacteria
(methanogens), are involved in anaerobic digestion. Alternative to this scientific
method, we used the CASACADE model to select smart microorganisms capable of
converting sludge in wastewater to methane according to the constituents of the water.

Table 1. Relations of organisms, genes to the metabolic pathways (Data shown from the 2007
KEGG database)

Organism Enzyme
(Gene)

Pathyway1 Pathyway2 Pathyway3 Pathyway4 N Sum
(1–N)

Number Unique
Pathway

Aquifex aeolicus 2.3.1.157 ko00530:1 . 1 1

Aquifex aeolicus 1.3.3.4 ko00860:1 . 1 1

Aquifex aeolicus 3.1.3.2 ko00740:1 ko00361:1 . 2 2

Aquifex aeolicus 6.3.2.4 ko00550:1 ko00473:1 . 2 2

Aquifex aeolicus 2.1.3.2 ko00240:1 ko00252:1 . 2 2

. . . . . . . . .

Acideobacterial
bacterium

3.5.2.9 ko00480:1 . 1 1

Acideobacterial
bacterium

2.5.1.30 ko00100:1 . 1 1

Acideobacterial
bacterium

3.4.13.3 ko00410:1 ko00252:1 ko00330:1 ko00340:1 . 4 4

Acideobacterial
bacterium

3.3.1.1 ko00271:1 ko00450:1 . 2 2

Acideobacterial
bacterium

5.4.2.1 ko00010:1 . 2 1

. . . . . . . . .

Acinetobacter
sp. ADP1

4.1.2.25 ko00790:1 . 1 1

Acinetobacter
sp. ADP1

3.6.3.14 ko00193:1 ko00190:1 . 2 2

Acinetobacter
sp. ADP1

2.7.7.9 ko00520:1 ko00040:1 ko00500:1 ko00052:1 . 4 4

Acinetobacter
sp. ADP1

3.5.1.5 ko00230:1 ko00220:1 ko00791:1 . 3 3

Acinetobacter
sp. ADP1

2.5.1.6 ko00271:1 ko00450:1 . 2 2
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In Fig. 3, we applied the characteristics discovered from CASCADE to query and
identify microorganisms that were not previously identified as methanogenic by
KEGG, literature or industries. The blue boxes highlight the microorganisms linked to
the pathway characteristics (in red circles). For instance, Pyruvate/Oxoglutarate_ oxi-
doreductases_ High denotes higher gene activities than average are observed in the
pathway Pyruvate/Oxoglutarate oxidoreductases linked to a cluster of microorganisms
that are methanogens – represented in three letter abbreviations, e.g. MAC(Metha-
nosarcina acetivorans), MJA (Methanococcus jannaschii), MTH (Methanother-
mobacter thermautotrophicus). It is also linked to the microorganism BJA(Bradyrhi-
zobium japonicum) in a blue box. We found three microorganisms in the population
possessing both “Pyruvate/Oxoglutarate _oxidoreductases_ High” and “Tetra-
chloroethene_ degradation_High” which are not identified as methanogenic from the
current understanding. The three microorganisms are BJA (Bradyrhizobium japon-
icum), CTE(Chlorobium tepidum) and CAC (Clostridium acetobutylicum). We also
found ECO (E. coli K-12 MG1655) links to the group via the “ATPASE_HIGH”
characteristics as shown in Fig. 3.

Although the four microbs marked in Fig. 3 are not directly identified as metha-
nogens in literature, our CASCADE model shows that they can produce methane and
can function as anaerobic methanogens. It is suggested that the conversion of pyruvate
to acetyl-CoA is catalyzed by pyruvate oxidoreductase in all archaebacteria. A similar
pyruvate ferredoxin oxidoreductase is found in anaerobic eubacteria, therefore, it might
be possible here to use a consortium to simulate anaerobic methanogens [9]. It is also
suggested that the ‘Pyruvate/oxoglutarate oxidoreductases’ and ‘C5-branched dibasic
acid metabolism’ are related to energy generation including valine and isoleucine
biosynthesis from pyruvate (i.e. acetolactate synthase) [10]. Metabolic capacity is
defined based on microbial community gene content.

Fig. 3. Search for new microbs for methanogenic using pathway characteristics
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After testing several anaerobic bacteria, including four strains of acetate-using
methanogens, we found that Metha-nosarcria sp., Methanosarcria mazei cultures, and
DCB-1 could degrade tetrachloroethene to trichloroethene. The process by which
methanogens dechlorinate tetrachloroethene is a co-metabolic process and appears to
be dependent on forming methane from the carbon source.

Figure 4 shows a graph similar to 4 that some substrates and products, which are
critically linked to the methanogens in three letter nodes starting with ‘M’ in Fig. 4, are
also linked to non-methanogens in three letter nodes in blue boxes. For example,
C15489_OUT_HIGH in a red circle in Fig. 3 has four links. They represent a higher
than average product C15489 (acetyl-CoA), in connection with the methanogens.

Based on this graph, we selected four microorganisms, CAC (Clostridium aceto-
butylicum), LAC (Lactobacillus acidophilus), ECO (Escherichia coli K-12 MG1655),
and PPU (Pseudomonas putida) in blue boxes, which are connected with the substrates
and products in red circles. These substrates and products are C15489 (acetyl-CoA),
C00331 (pyruvate), C00138 (reduced ferredoxin), C00139 (oxidized ferredoxin),
C02565 (N-Methylhydantoin), C00043 (UDP-N-acetylglucosamine), C00238 (potas-
sium cation) and C00070 (copper). The four microbs could form a consortium to
enhance the functions of methanogens and clean the wastewater [11].

Fig. 4. Use substrates and products to link smart microorganisms for energy generation while
cleaning the wastewaters
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5 Conclusions

Microorganisms are one of the most prolific organisms on Earth. Harnessing the power
of “smart” microorganisms for energy generation and a host of other life-improving
applications has become more and more crucial to a sustainable world.

“Smart” microorganisms are aptly named for their extraordinary ability to generate
energy and materials like electricity, hydrogen, methane and proteins from organic
sources. Enhancing how we use the unique capabilities of these microbes is important.
Unlocking predictive patterns between a microorganisms genetic fingerprints and their
possible “smart” metabolic capabilities opens the door to improving the interpretation
of information in compiled databases of existing research which could lead to revo-
lutionary new screening methods. For scientists, it means that microbe analysis for
specific bioenergy and biotechnological uses becomes more efficient.

Machine learning, which focuses on prediction based on known properties, is the
basis for the technology that we termed CASADE or Computer-Assisted Strain Con-
struction and Development Engineering. This big data methodology was able to
uncover predictive relationships between a microorganism’s genetic information and its
metabolic behavior.

We applied metabolic pathways from public databases, such as the Kyoto Ency-
clopedia of Genes and Genomes (KEGG) and investigated metabolic reconstructions
for the organisms with only genomic information. Our selection included 327 bacteria
in 13 groups.

We applied the big data biology technology to microorganism populations using a
defined measure that we termed average metabolic efficiency (AME), a gauge that
highly correlated with metabolic capabilities that occur in real life. This measurement
allowed us to explore electrogenicity for improving microbial fuel cells (MFC),
methanogenicity for methane generation in anaerobic digester and protein production
for spider silk.

One notable result in our work occurred with methane experiments. Here,
CASCADE-selected microorganisms were not only consistent (5/7 overlap) with
current scientific selection, but also allowed the prediction of two additional
microorganisms not previously selected by conventional methods.

This big data technology promises to help researchers find a cocktail of mixed
microorganisms that could work more efficiently and more powerfully than a single
microorganism. Data science research in predictive metabolomics and computational
biology has the potential to speed the rate of discovery process and prediction and
lower the expense of lab work and experimental trials.

One challenge that arises is the large dimensionality from the potentially very large
quantities of biology data–counting all possible combinations of features and attributes
that might impact specific biological behavior and desired properties. Some objects and
entities (e.g. number of microorganisms) available for analysis are relatively small
compared to the dimensionality in research. Many of the traditional machine learning
methods such as hierarchical clustering, neural networks, decision trees and association
rules, are often not readily applicable. The CASCADE system draws the similarity
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between complex system analysis for biological data and text data, therefore, results in
a more scalable and meaningful approaches.

The clustering method implemented in the CASCADE system associates elements,
contexts, concepts, sequences, and clusters in a holistic manner to benefit semantic
analysis. Data scoring favors identifying data anomalies that might be associated with
novel biological behaviors. This is the competitive advantage of our method over other
methods especially in the area of selecting smart microorganisms: A microorganism
possessing a rare, novel and smart capability can be detected as data anomalies. Our
method provides indicators of specific traits in a small population of microbs from a
generic microb population where a large-scale of genetic information (e.g. number of
genes) linking to a desired behavior like methanogenicity might emerge.

In the case of methane production and wastewater treatment, we found that bio-
logically selected microbs and CASCADE selected microbs are consistent with five out
of seven. In addition, CASCADE predicted another two microbs that are not scien-
tifically selected. The CASCADE method can be extended to a range of applications
requiring screening microorganisms that have smart capabilities in addition to
methanogenicity, electrogenicity and protein productivity.
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Abstract. We numerically investigated the role of degenerate self-loops
on the attractors and its basin size of the ES cell network of C.elegans.
It is found that for the point attractors a simple division rule of the state
space is caused by removing the self-loops of the network.

Keywords: Gene regulatory network · Attractors · ES cell network
C.elegans, Degenerate self-loop

1 Introduction

Recently, some networks representing metabolic reactions in the cell and gene
regulatory responses through transcription factors have been elucidated along
with progress of experimental systems and accumulation technology. Kauffman
et al. modeled the early cells before differentiation with the dynamics of the
network, and made the type of the attractors correspond to the type of cells
after the differentiation [1–3] On the other hand, Li et al. discovered that in the
model of the gene regulatory network related to the cell-cycle, there is a fixed
point with a very large basin size, and the transition process to the fixed point
corresponds to the expression pattern of the gene in each process of the cell-cycle
[4] In this report, using the ES cell network of the C.elegans [5], we investigate
the relationship between the fixed points (point attractors) with large basin size
and the presence of the self-loops in the network. It should be noticed that in
the network of the Kauffman et al., there is no self-regulating factor (self-loop),
but in the model of Li et al. the existence of the self-loops has a great influence
on the attractors.

2 Model

Let us take the binary value {0, 1} as the state Si of each node i corresponding
to the numbered genes, i = 1, 2, ...., N , where N is the total number of the nodes.
c© Springer Nature Switzerland AG 2018
A. J. Morales et al. (Eds.): ICCS 2018, SPCOM, pp. 346–351, 2018.
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The states 1 and 0 correspond to expressed and unexpressed genes, respectively,
and the attractors of the dynamics are associated to cell differentiation. The
effect on the node i from the node j is defined as Bi =

∑N
j aijSj and aij denotes

matrix element of the weighted adjacency matrix A representing the interaction
between the genes. We take aij = +1 when the node j positively regulates the
node i (positive interaction), and aij = −1 when the node j negatively suppresses
the node i (negative interaction).

The states of node follow a threshold dynamics from discrete time t to t + 1
(t ∈ N) by using the parallel updating scheme:

Si(t + 1) =

⎧
⎪⎨

⎪⎩

0 (Bi(t) < θi)
1 (Bi(t) > θi)
Si(t) (Bi(t) = θi),

(1)

where θi denotes the threshold value of the node i. The ES cell network of the
C.elegans (denoted by G(0)) by Huang et al. is a special one in a sense that all
nodes of the existing self-loops are given as aii = −1. The network is shown
in Fig. 1. We take the values θi = 0 for all i in this report. Each regulatory

cdk-2
/cyclinE

cdk-1
/cyclinB

fzr-1

cdc-14
/fzy-1

cdc-25.1

cul-1
/lin-23

cki-1

lin-35
/efl-1
/dpl-1

Fig. 1. Gene regulatory network G(0) of the ES cell of C.elegans [5]. Each circle rep-
resents a protein (cycling or transcription factor) involved in the gene regulation. For
the links connecting the respective proteins, the blue-dashed lines represent the effect
of the suppression control, and the red-solid lines represent the effect of the activation
control. In addition, the self-loops by green-dotted lines represent the effect of protein
degradation in the absence of external input.
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factor is represented by each numbered node (i = 1, 2, ..., 8). There are self-
degeneration loops on the 3 nodes, cki-1, fzr-1, cul-1/lin-23. In this network,
the total state number is W = 28 = 256, and all steady states are 5 point
attractors by numbering as A(0) = {A

(0)
1 , A

(0)
2 , A

(0)
3 , A

(0)
4 , A

(0)
5 }, as shown in

Table 1. The state of the point attractor with the largest basin size among these
is A

(0)
1 = 000010111 = 23, where the last number is in decimal. Figure 2 shows

the basin structure of the 256 initial states flowing to the fixed points given in
the Table 1. The red circles are the point attractors of G(0).

Table 1. 5 attractors in the original gene regulatory network. of the C.elegans (All
are point attractors.) The second line shows that there is a degenerate self-loop when
mark @ is present in the node. In the decimal notation, each attractor is displayed as,
A

(0)
1 = 23, A

(0)
2 = 87, A

(0)
3 = 7, A

(0)
4 = 71, A

(0)
5 = 0, The last column (BS) represents

the basin size of the attractors.

No 1 2 3 4 5 6 7 8 BS

@ @ @

cdk-2/ cdc-25.1 cul-1/ lin-35/ cdk-1/ frz-1 cdc-14/ cdi-1

cyclinE lin-23 efl-1/dpl-1 cyclinB fzy-1

A
(0)
1 0 0 0 1 0 1 1 1 219

A
(0)
2 0 1 0 1 0 1 1 1 16

A
(0)
3 0 0 0 0 0 1 1 1 12

A
(0)
4 0 1 0 0 0 1 1 1 5

A
(0)
5 0 0 0 0 0 0 0 0 4

3 Numerical Result

In this section, we investigate the effect of the degenerate self-loops on the
attractors of the original network G(0). Therefore, we write the network from
which the degenerate self-loop of the kth node is removed from G(0) as G(−k),
k selects from the nodes with the self-loop. The attractor sets are indicated as
A(−k) = {A

(−k)
1 , A

(−k)
2 , ...., ..A

(−k)
n−k }, where n−k means the number of attractors

in the networks G(−k).
We show in the Table 2 all point attractors of the gene regulatory network

G(−8) which removed the degenerate self-loop of cki-1 (the 8th node). Figure 3
shows the basin structure of G(−8). We compare the attractors in the network
G(−8) with those in G(0). It is found that A

(−8)
1 = A

(0)
1 , A

(−8)
3 = A

(0)
2 , A

(−8)
4 =

A
(0)
3 , A

(−8)
5 = A

(0)
4 , A

(−8)
8 = A

(0)
5 . That is, all of the attractor sets A(0) of the

original network G(0) is included the attractor set A(−8) of the network G(−8),
i.e. A(0) ⊂ A(−8).
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Next, we focus on the change of the basin size. It follows that the basin size
of the attractor A

(0)
1 with the largest basin size is reduced by the elimination

of the degenerate self-loop. Also, the basin size of the other attractors are also
reduced from those of A(0). In Fig. 2 the green squares indicate the three point
attractors newly added by the network becoming G(−8). Obviously, the basin size
of the same attractor of G(−8) to those of attractor of G(0) is smaller than those
of G(0), and they are caused by branching from the basin of G(0). Accordingly,
it is also easy to understand that all attractors (attractor sets) of the original
network G(0) are included in the attractor set of G(−8).

Although above results are for the specific case which the degenerate self-
loop of the gene cki-1 has been removed, but also it is found that the similar
results are also true for the cases removing the other degenerate self-loops, i.e.
A(0) ⊂ A(−k), when the self-loop is removed from the k−th node. Furthermore,
if we apply this rule repeatedly in the process of removing the self-loops, we can
see that in general the above relations of the attractors and the basin size stands
for the relationship before and after removing the self-loops.

Table 2. Attractors in the gene regulatory network G(−8) which removed the degen-
erate self-loop of cdi-1(the 8th node). (All are point attractors.) The last column (BS)
represents the basin size of the attractors. In the decimal notation, each attractor is
displayed as, A

(−8)
1 = 23, A

(−8)
2 = 17, A

(−8)
3 = 87, A

(−8)
4 = 7, A

(−8)
5 = 71, A

(−8)
6 = 1,

A
(−8)
7 = 65, A

(−8)
8 = 0.

No 1 2 3 4 5 6 7 8 BS

@ @

A
(−8)
1 0 0 0 1 0 1 1 1 129

A
(−8)
2 0 0 0 1 0 0 0 1 87

A
(−8)
3 0 1 0 1 0 1 1 1 16

A
(−8)
4 0 0 0 0 0 1 1 1 12

A
(−8)
5 0 1 0 0 0 1 1 1 6

A
(−8)
6 0 0 0 0 0 0 0 1 3

A
(−8)
7 0 1 0 0 0 0 0 1 2

A
(−8)
8 0 0 0 0 0 0 0 0 1

4 Summary and Discussion

In this short report, we investigated the influence of the degenerate self-loop on
attractor of the gene regulatory network model of the ES cell network of the
C.elegans, in order to clarify the relationship between the point attractor with a
large basin and the existence of the degenerate self-loops. In the case of networks
with degenerate self-loops removed from the original network G(0), only the point
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Fig. 2. The point attractors and the basin structures of the network G(0). The 5 red
circles present the common point attractors to G(0) and G(−8). The green squares
present attractors newly added when the network becoms G(−8). Each number in a
circle or square is the decimal number of the attractor.

attractor appears because all of the self-loops are degenerate. The attractor set
of the network without the degenerate self-loops includes all attractors of the
original network G(0).

Above result was consistent with those in the gene regulatory network of the
cell-cycle of budding yeast that the attractors are only fixed points [6]. On the
other hand, it should be noticed that in general, in the gene regulatory networks
with both the self-regression loops and self-activation loops, limit cycles with
the period more than 2 may appear, in addition to the point attractors. For a
discussion of these cases, see the Ref. [6].
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Fig. 3. The point attractors and the basin structures of the network G(−8). Each
number in a circle or square is the decimal number of the attractor.
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Abstract. Breast Cancer is the malignant neoplasm with the highest
incidence and mortality among women worldwide. It is a heterogeneous
and complex disease, its classification in different molecular subtypes
is a clear manifestation of this. The recent abundance of genomic data
on cancer, make possible to propose theoretical approaches to model
the process of genetic regulation. One of these approaches is gene tran-
scriptional networks which represent the regulation and co-expression
of genes as well-defined mathematical objects. These complex networks
have global topological and dynamic properties. One of these proper-
ties is modular structure, which may be related to known or annotated
biological processes. In this way, different modular structures in tran-
scription networks can be seen as manifestations of regulatory structures
that closely control some biological processes. In this work, we identify
modular structures on gene transcriptional networks previously inferred
from microarray data of molecular subtypes of breast cancer: luminal A,
luminal B, basal, and HER2-enriched. Using a methodology based on
the identification of functional modules in transcriptional networks, we
analyzed the modules (communities) found in each network to identify
particular biological functions (described in the Gene Ontology database)
associated to them. We also explored the hierarchical structure of these
modules and their functions to identify unique and common character-
istics that could allow a better level of description of such molecular
subtypes of breast cancer. This approach and its findings are leading us
to a better understanding of the molecular cancer subtypes and even con-
tribute to direct experiments and design strategies for their treatment.
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1 Modularity in Biological Networks

Biological systems are comprised of different types of molecules that interact
in a variety of fashions. These biological systems may be modelled as biological
networks. These may be defined as a graph (G(V,E)) over a duplex formed by
two sets: a set of nodes or vertices (V ) representing biomolecules, and a set of
edges or links (E) that represent physical or chemical interactions among such
biomolecules [5]. Studying biological systems from a network perspective allows
the use of well-developed mathematical tools, in such a way that topological
properties of the network model may be associated to features of the biological
system.

Modularity is a property that has been widely observed in biological net-
works [15]. Biological networks often exhibit non-random connectivity patterns.
Biological networks also exhibit heterogeneity in terms of degree distribution:
in other words, there is a notable difference in the number of nodes with many
and few neighbors. Furthermore, these networks also exhibit high heterogene-
ity in the amount of links at a global and local scale, with regions that have
a high edge density alongside regions of low edge density. These patterns of
organization lead to the emergence of structural subunits known as modules or
communities. Beyond a formal definition, the concept of a module inside a net-
work can describe a subgraph which contains a higher number of edges between
the nodes that belong to the module, than the number of links to nodes outside
the module.

The concept of modularity in biological systems agrees with the fact that
processes necessary for the survival and development of life are often organized
and compartmentalized through either location, functionality, or a combination
of both. With this in mind, it is of current scientific interest to explore to what
extent modules identified in biological networks may reflect these functional
organization.

Many methodologies have been developed in order to reconstruct biological
networks [11,14,16] and study modularity in them. We have focused in the last
years in using an approach that relies on Information Theory-based methods for
network deconvolution and module detection in the context of transcriptional
networks [9]. Transcriptional networks attempt to reconstruct the gene regulatory
program associated to specific cellular phenotypes using gene expression data
(from high-throughput technologies such as microarrays or RNA-seq).

Mutual Information (MI) may be used as a measure of statistical dependence
between the expression levels of two genes (or more generally, any two measured
transcripts) in order to construct a network: the underlying hypothesis is that
high levels of MI are indicative of co-regulation of a gene pair. With this in
mind, the emergence of modules in such a network could indicate a common
regulation of said group of genes, which may in turn be related to a functional
aspect associated to the phenotype. While the problem of identifying modules in
large networks remains open, and many methods have been developed (see [7,8]),
Information Theory-based methods for module detection are available; our group
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has often used an implementation of the Infomap algorithm [12], which has been
demonstrated to obtain an almost optimal network partition.

We will now present previously published [2,3] examples of the study of
breast cancer biology through the exploration of modularity in transcriptional
networks. Particularly, we will show how network features can be used to identify
differences between clinical manifestations of the disease, as embodied in the
molecular subtype classification [10], and how some of these modular structures
may be involved in the control (and deregulation) of biological functions found
in the disease.

2 Breast Cancer Heterogeneity and Modularity

The study and treatment of breast cancer is complex. Part of this complexity
comes from the fact that breast cancer is a heterogeneous disease, which can be
seen at the clinical, physiological, and molecular levels. Since the rise of genomic
technologies, efforts have been made to find clinical applications of this hetero-
geneity. One paradigmatic example is the development of molecular classifica-
tion systems such as PAM50 [10]. Each of these breast cancer molecular subtypes
(luminal A, luminal B, basal, and HER2-enriched) have differences in prognosis,
life expectancy, and pharmacological responses, making them particularly useful
in the context of precision medicine.

We have shown that transcriptional networks based on MI are able to cap-
ture the heterogeneity of breast cancer. In previous work, we have shown that
comparable transcriptional networks, derived from gene expression samples clas-
sified into different molecular subtypes, exhibit topological differences, including
network connectivity and organization. Furthermore, the genes involved in each
network (and the corresponding connections between genes) are different, and
genes with a high degree in one subtype are not necessarily highly connected in
another [6].

Based on the in the connectivity patterns observed in transcriptional net-
works, and the differences seen between the different molecular subtypes, we
decided to explore in [2]: (i) whether transcriptional networks of breast cancer
molecular subtypes exhibit modular structures (ii) whether differences in modu-
lar structures are observed between subtypes and (iii) whether modules may be
associated to known molecular functions.

We found that indeed, there are unique modular structures found in each
molecular subtype network. Modules identified in these networks are, in many
cases, related to biological functions. The most widely used strategy to identify
functional roles is the use of Over Representation Analysis (ORA), in which the
overlap between a gene-set of interest, and known gene-sets associated to bio-
logical functions (such as those described in the Gene Ontology [4] database)
is statistically evaluated, using Fisher’s exact (hypergeometric) test, in order to
identify what is commonly known as enrichment. In this aspect, using modules
to identify gene-sets of interest has been shown to be superior to traditional
methods of selection, such as lists of over and subexpressed genes, or hierar-
chically clustered expression genes: module detection relies only on the network
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Fig. 1. Modularity in the basal breast cancer network. In panel A, we may observe the
transcriptional network for the basal molecular subtype of breast cancer. This network
is split into modules, each having more links between nodes inside the module than to
nodes outside the module; in the figure, each module has a different color. In panel B,
a coarse-grained network visualization, where nodes represent modules (labeled with
the name of the highest degree gene) and the edges are proportional to the number
of links between modules, also representing the information flow between modules. In
this visualization, solid nodes are associated to biological functions. Panel C shows the
biological functions (indicated using Gene Ontology nomenclature) that are associated
to each module; it can be seen that there is small overlap in biological features between
modules. Figure adapted from [2]
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Fig. 2. Hierarchical modularity in the HER2-enriched breast cancer network. In the
top panel, the HER2-enriched amplicon, which is a causal agent for the development
of HER2-enriched breast cancer, is shown. In subpanel A, the chromosomal ideogram
is shown; in subpanel B, the small connected component of the transcriptional network
containing these genes is shown. The middle panel shows the giant connected compo-
nent of the HER2-enriched transcriptional network: subpanel A shows nodes colored
by their modules, and subpanel B shows nodes colored by hierarchical submodules,
higher definition partitions of the aforementioned modules. Bottom panel shows the
association of high-level modules to biological processes. Figure adapted from [3]

topology associated to a phenotype (in this case, defined by the co-expression
patterns recovered through MI), therefore not needing arbitrary cut-off points
or comparisons between phenotypes [1].
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We used the ORA approach in order to identify the relationships between
the modules in the molecular subtype transcriptional networks and biological
functions. Among the results described in the aformentioned publication [2], we
would like to highlight the findings related to the basal subtype. In the network
for this subtype, we find a large connected component that is comprised of
several modules. Most of these modules may be associated through ORA to
biological functions; these biological functions are all, in one way or another, to
the immune system. These processes had not been described before as exclusively
associated to the basal subtype, let alone to a specific set of genes involved in
the basal regulatory program. One of these modules, composed by 21 genes
including PSMB9 (used as the module identification as it is the gene with the
highest degree in the module), is involved not only with immune processes, but
also with 30 other processes, including apoptosis. These results are illustrated in
Fig. 1. The understanding of the connectivity patterns of apoptosis-related genes
may be a starting point for the development of novel therapeutic schemes.

Recognizing that the modular structure of a network may have a hierarchical
behavior [13], we explored the hierarchical modularity of the HER2-enriched
molecular subtype [3]. We observed how different levels of modular description
may capture different biological phenomena occurring at different scales. For
instance, we were able to capture the connections between the genes of the HER2-
amplicon, which is widely understood to be the genetic aberration responsible for
this breast cancer subtype, at the connected component level. First level Infomap
modules in subgraphs not connected to the HER2-amplicon were involved in
processes such as signaling, immunity and cellular morphology. Higher resolution
submodules were associated to more specific functions, such as the regulation of
micro-RNA expression and the activation of viral-like immune responses. These
results are illustrated in Fig. 2.

These results highlight the use of information theory-based methods for tran-
scriptional network reconstruction and module detection for the study of the het-
erogeneity of breast cancer. We have shown examples of how using these methods
it is possible to identify the modular structures associated to each molecular sub-
type, and through these modules, associate specific biological functions to these
phenotypes.

3 Conclusions

Modularity in networks has proven to be a theoretical foundation for many
useful models, allowing the exploration of functional characteristics of biological
systems. The use of algorithms to find modules into a biological network may help
to understand underlying processes behind the appearance of certain features.
The combination of network theory with biological knowledge is mandatory to
have a clear idea how the modular architectures shape a specific phenotype.

In this work we stress how different is the modular and submodular structure
of breast cancer subtype networks, in terms of the architecture and more impor-
tantly, in the functionality of said modules. With these network approaches we
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have been able to observe several instances of how alterations in modularity are
associated to different cancer phenotypes. As an in silico model, experiments
are needed to corroborate those findings; nonetheless, as new models that use
different setups, such as data sets, network inference, and modularity detection
algorithms, show consistent results, it seems that Information Theory-based net-
work modularity approaches are robust tools to understand the behavior of the
modular structure and functionality in breast cancer, which may in turn lead to
important insights for the future of personalized network medicine.
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Abstract. In this study, we propose an approach to identify individual-
ity that appears in human brain dynamics and visualize inter-individual
variations in a low-dimensional space. For this purpose, we first intro-
duce an appropriate similarity measure between multichannel electroen-
cephalography (EEG) signals based on information geometry. Then, we
use t-distributed stochastic neighbor embedding, which is a state-of-the-
art algorithm for manifold learning, and combine it with the information
distance to map points in the high-dimensional EEG signal space into
two-dimensional space. We show that a fine low-dimensional visualiza-
tion enables us to identify each subject as an isolated island of points
and preserve inter-individual variations. We also provide an appropriate
approach to tune the cost function parameter.

Keywords: EEG · Individuality · Information geometry
Manifold learning · Personal authentication · Spectral analysis

1 Introduction

Human beings exhibit their genetic and habitual traits in their physiological
characteristics, including the face, iris, and fingerprints, and behavioral char-
acteristics, such as the voice and gait. The use of such biometrics has recently
received attention from the viewpoint of the engineering purpose, for example,
automated personal authentication. In addition to appearances, physiological
signals in vivo often reflect individuality. For example, researchers have already
discussed that there is a relationship between the characteristics of electroen-
cephalography (EEG) signals and genetic factors [1]. Figure 1 shows the time
series of multichannel EEG for four subjects from our experiments explained
below. Our visual inspection of Fig. 1 indicates that EEG waveforms are differ-
ent from each other, that is, some degree of “individuality” emerges from such
physiological signals.

In this study, we propose an approach based on “manifold learning,” which
is a general framework of unsupervised nonlinear dimension reduction for visu-
alizing high-dimensional data in a lower-dimensional space [2], to identify each
c© Springer Nature Switzerland AG 2018
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individual and visualize inter-individual variations in human brain dynamics.
For this purpose, we analyze the datasets of EEG signals recorded from 100 vol-
unteers while they closed their eyes at rest. We focus on the frequency domain
information of EEG signals and provide a reasonable distance measure between
EEG power spectral densities (PSDs) based on the theory of information geom-
etry [3]. Using this information distance, we use a modification of t-distributed
stochastic neighbor-embedding (t-SNE) [4], which is a state-of-the-art algorithm
for manifold learning. We show that our proposed method is useful for iden-
tifying each individual from other subjects sufficiently. We also discuss how a
low-dimensional “chart” concerned with human brain dynamics can be used to
capture inter-individual variations.

Fig. 1. Sixty-three ch EEG signals for four subjects.

2 Preparation of Datasets

2.1 Measurements of EEG Signals

In this study, a total of 100 healthy volunteers (male: 54, female: 46) partici-
pated in our experiments after giving informed consent that was approved by the
ethics committee of RIKEN. We measured multiple EEG signals at a sampling
rate of 1000 Hz while participants closed their eyes for 3 min. An EEG ampli-
fier (BrainAmp MR+, Brain Products GmbH, Germany) with a 63-ch EEG cap
(Easycap, EASYCAP GmbH, Germany) was used in the measurements. Elec-
trodes were positioned according to the international 10/10 system with a left
earlobe reference and Afz as the ground. EEG signals were offline re-referenced
to the average of the left and right earlobe references and bandpass filtered
(FIR filter) between 3 Hz to 80 Hz. Then, we applied an independent component
analysis (ICA)-based automatic artifact removal procedure to remove generic
artifacts, and eye movements and blink-related artifacts.
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2.2 Calculations of Power Spectral Densities (PSDs)

After preprocessing the EEG data, we performed Fourier analysis on the datasets
to obtain the frequency domain information of EEG. First, for each subject, the
time series with the duration of 180 s was divided into 18 non-overlapping seg-
ments (i.e., the time length of each segment was 10 s). Therefore, there were
18 segments of the 63-dimensional EEG time series for each subject. Then, for
the EEG time series with 10 s of each channel, we performed fast Fourier trans-
formation (FFT) and obtained a power spectrum density (PSD) by taking the
average of PSDs over 10 1-s sub-segments that did not overlap. Because there
were 100 subjects, a total of 1800 datasets with 63 PSD dimensions was the
target of the analysis in this study.

3 Analysis Methodology

3.1 Distance Measure Based on Itakura–Saito Divergence

In the field of data science, it is essential how to quantify similarities or dissim-
ilarities (i.e., “distances”) between items of data. For a dataset that consists of
density functions, the information-theoretic divergence, such as the Kullback–
Leibler, Hellinger, and Jensen-Shannon divergences, is suitable for measuring
similarities between probability distributions rather than the Euclidean squared
distance. Particularly, from the theory of information geometry that induces the
Riemannian geometrical structure to a set of probability distributions [3], the
Kullback–Leibler divergence between two PSDs can be calculated as

DIS(S1‖S2) =
∫

(
S1(f)
S2(f)

− log
S1(f)
S2(f)

− 1)df. (1)

Eq. (1) is in agreement with the “Itakura–Saito divergence” that was originally
proposed by Itakura and Saito from the maximum likelihood estimation of short-
time speech spectra under autoregressive modeling, and is popular in the speech
community [5].

Because Itakura–Saito divergence is not a true metric, that is, not sym-
metric, we consider the arithmetic mean value as {D(S1‖S2) + D(S2‖S1)}/2.
Additionally, there are 63 PSDs for each EEG segment; therefore, we introduce
the following distance measure between the n-th and m-th items as

dnm =
1
63

63∑
l=1

1
2
{DIS(S(l)

n ‖S(l)
m ) + DIS(S(l)

m ‖S(l)
n )}, (2)

where S
(l)
n(m)(f) denotes the PSD of the l-th electrode channel of the n(m)-th

dataset.
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3.2 Manifold Learning

Classical Scaling: Multidimensional scaling (MDS) is a generic term of the
dimensionality reduction of data when information on the pairwise dissimilarities
(distances) between items is available [2]. Particularly, when the dissimilarity
is measured using the Euclidean distance, the corresponding linear version of
MDS is called classical scaling; that is, classical scaling determines the linear
mapping that minimizes cost function J =

∑
nm(e2nm −‖yn −ym‖2), where enm

denotes the Euclidean distance between the n-th and m-th items in the original
high-dimensional space, and ‖yn − ym‖ denotes that between the embedding
points of these two items in the low-dimensional space. The minimization of
cost function J is solved by the eigen-decomposition of Gram matrix K = XXt,
where element knm of matrix K is the double-centering of squared Euclidean
distance e2nm. Therefore, classical scaling is equivalent to performing principal
component analysis on Gram matrix K.

Isometric Feature Mapping (ISOMAP): ISOMAP, which was proposed
by Tenebaum et al. [6], is a generalization of classical scaling to nonlinear mani-
folds. It is based on replacing the Euclidean distance by an approximation of the
geodesic distance on the manifold. In this approximation, for each data point
on manifold M, k (or a radius of ε) neighborhood points in the sense of the
Euclidean distance are connected by edges as a local graph. By repeating this
process for all points, global graph G that covers M is constructed. Then, the
geodesic distance between two points is approximated as the length of the short-
est path that connects these two points on G using Dijkstra’s algorithm. Finally,
by conducting the process in the same manner as classical scaling using the
approximated geodesic distance matrix, ISOMAP is accomplished.

t-Distributed Stochastic Neighbor Embedding (t-SNE) and Its Modi-
fication: Hinton and Roweis proposed a version of MDS called stochastic neigh-
bor embedding (SNE) [7] that preserves neighbor relations between items in the
original high-dimensional space in the lower-dimensional space using the notion
of “neighbor probabilities,” which plays the role of similarities between items.

Given a set of N items x1,x2, · · · ,xN in the original high-dimensional space,
SNE first calculates

pm|n =
exp(−‖xn − xm‖2/2σ2

n)∑
r �=n exp(−‖xr − xn‖2/2σ2

n)
, (3)

where ‖xn − xm‖ typically uses the Euclidean distance. Additionally, band-
width σn of the Gaussian kernel is calculated using a binary search method that
ensures that the entropy of the conditional probability pm|n as a function of m is
approximately equal to log(k), where k is the effective number of neighbors and
called the “perplexity” parameter. Conditional probability pm|n means that xm

is picked up as a neighbor of xn proportional to the Gaussian probability cen-
tered at xn. The values of pm|n and pn|m are not necessarily equivalent because
σn and σm are set to different values. Thus, by also considering pn|m in a similar
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manner, the neighbor probability between items xn and xm can be obtained as
pnm = (pm|n + pn|m)/2.

SNE seeks a set of N items y1,y2, · · · ,yN in a lower-dimensional embedding
space that preserves similarities pnm in the original space as much as possible.
To achieve this, we also consider the neighbor probability between two items yn

and ym in the embedding space as

qnm =
exp(−‖yn − ym‖2)∑
r �=n exp(−‖yr − yn‖2) . (4)

Finally, the configuration of yn is obtained by minimizing the sum of the
Kullback–Leibler divergences between two distributions Pn = {pnm|m =
1, 2, · · · , N} and Qn = {qnm|m = 1, 2, · · · , N} as

C =
∑
n

KL(Pn‖Qn) =
∑
n

∑
m �=n

pnm log
pnm
qnm

. (5)

The minimization of the cost function Eq. (5) with respect to the configuration
of yn is performed using the gradient descent method.

In practical applications, it is difficult to minimize Eq. (5) when the Gaussian
distribution is taken in Eq. (4). In [4], Maaten and Hinton improved the original
SNE by considering a heavy-tailed Student’s-t distribution:

q̃nm =
(1 + ‖yn − ym‖2)−1∑
r �=n(1 + ‖yr − yn‖2)−1

, (6)

which is used to measure the similarities between items in the lower-dimensional
space. This improvement of SNE is called t-SNE.

Although the conventional (t-)SNE algorithm considers the Euclidean dis-
tance as the metric, its choice is arbitrary. Particularly, because the Euclidean
distance is affected by the curse of dimensionality in Eq. (3), we consider an alter-
native in an appropriate manner. Therefore, we consider the distance measure
defined in Eq. (2) in this study.

4 Results

Figure 2 shows the results of our experiments with classical scaling, ISOMAP,
and t-SNE based on Itakura–Saito divergence between the PSDs of EEG for
100 subjects. Each filled circle point denotes a single item that corresponds to
a set of 63 PSDs concerned with an EEG segment for a single subject; there
are 18 points for a subject. Additionally, each color and number represents each
subject.

Solutions produced using classical scaling (Fig. 2(a)) and ISOMAP (Fig. 2(b))
demonstrate large overlaps between the subject classes. In particular, in Fig. 2(a),
subjects’ data points are densely mixed around the center of the chart, which
means that classical scaling as a linear dimensionality reduction method is
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Fig. 2. Two-dimensional visualizations of EEG segments with (a) classical scaling, (b)
ISOMAP (k = 20), and (c) t-SNE (k = 30).

not suitable for visualizing the high-dimensional feature of the PSDs in two-
dimensional (2D) space. In Fig. 2(b), which is the case of ISOMAP, there are
improvements compared with the case of classical scaling, that is, there are
some separations between subjects’ classes, but they are insufficient. By con-
trast, Fig. 2(c) shows that t-SNE constructs a chart in which the separations
between subjects’ classes are almost perfect, that is, a set of points for a single
subject creates well-separated local “islands.”

Furthermore, t-SNE preserves not only local (individual) information but also
global (inter-individuals) information about the PSDs in the low-dimensional
space. Figure 3 shows the comparison between the distance matrix based on
Itakura–Saito divergence in the original high-dimensional PSDs space and that
based on the Euclidean distance in the 2D space constructed using t-SNE. We see
that similarities not only between the same subject’s points but also between
different subjects’ points (the off-diagonal part of the matrix) are held in the
t-SNE chart.

The result of t-SNE, however, strongly depends on the choice of cost func-
tion parameters. In the case of t-SNE, the perplexity that controls the effective
number of neighborhoods affects the visualization. Figure 4(a) shows the visual-
izations using t-SNE for four values of perplexity k. Generally, when we choose
a small value of k, the corresponding solution emphasizes the local structure.
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In the case of k = 10, although islands are more isolated compared with the
case of k = 30, the global structure becomes isotropic (circle-like), which means
that the similarities between different subjects in the original space do not hold
in this low-dimensional space. By contrast, when we use a large value of k, for
example k = 290, islands of points expand, and they are mixed; that is, depend-
ing on the choice of their perplexity, there is a trade-off between the ability of
the individuality identification and that of the inter-individual variation.

Fig. 3. The Itakura–Saito divergence-based distance matrix in the original PSDs space
(left, the logarithmic scale) and the Euclidean distance matrix in the t-SNE space
(right).

Therefore, we introduce two indices that evaluate the performance of t-SNE.
First, index G is concerned with the global structure, that is, how the Euclidean
distance matrix between items in the t-SNE space is similar to that in the original
PSDs space, which is based on Itakura–Saito divergence. Such an index G is
defined as

G =
|(1/N∗)

∑N−1
n=1

∑
n<m(dnm − d̄)(enm − ē)|√

(1/N∗)
∑N−1

n=1

∑
n<m(dnm − d̄)2

√
(1/N∗)

∑N−1
n=1

∑
n<m(enm − ē)2

, (7)

where N∗ = N(N −1)/2, dnm is the distance measure between two PSDs defined
in Eq. (2), enm is the Euclidean distance between items in the t-SNE space, and
d̄ and ē are their arithmetic mean values. Second, index L is concerned with the
local structure, that is, how an island of points that belongs to a single subject
is well separated from other islands of points in the t-SNE space. According to
the framework of Fisher’s linear discriminant analysis [2], such an index can be
defined as the ratio of the variance between the classes to the average of the
variance within the classes.

L =
det(cov(c(n)))

(1/N)
∑N

n=1 det(cov(u(n)
j ))

, (8)

where u
(n)
j , j = 1, 2, · · · , 18 denotes points in the t-SNE space that belong to

the island of the n-th subject and c(n) denotes the centers of them, respectively.
The lower panel of Fig. 4(b) shows the product of G and L as a function of k.
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Fig. 4. (a) t-SNE 2D visualizations of EEG segments for four different values of the
perplexity parameter. (b) The global (G) and local (L) structure indices as functions of
the perplexity (upper panels). The product G ·L as a function of the perplexity (lower
panels).

We see that there is an optimal value of the perplexity at around k = 30 that
provides an optimal visualization in the sense that the local identifiability of
individuals and the global structure of inter-individual variations are balanced
in the low-dimensional space.

5 Conclusion

We conclude that the proposed approach based on manifold learning, which
is a framework of unsupervised learning methods for nonlinear dimensionality
reduction, successfully identifies individuality in EEG signals. We introduced an
appropriate distance based on Itakura–Saito divergence that has the rigid the-
oretical background of information geometry to measure the similarity between
the PSDs of EEG signals. The combination of this information distance measure
with t-SNE, which is a state-of-the-art manifold learning algorithm, enables us
not only to visualize different subjects as isolated islands of points in 2D space
but also to arrange such islands with appropriate locations according to the sim-
ilarities in the original PSDs without any supervised information. The proposed
approach in this study can also incorporate other characteristics of human brain
dynamics, such as functional connectivity measures (e.g., cross spectra and phase
synchronization) by applying other types of information distance. Such further
investigations will provide deeper interpretations of charts concerned with human
brain dynamics in healthy and diseased conditions, and will possibly lead to the
diagnosis of neurological and psychiatric disorders.
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Abstract. The “Design for Maritime Singularity” was a crowdsourcing effort
focused on two looming concerns that the U.S. Navy will have to address in the
coming decades. The first concern deals with the concept of the technological
singularity, where the premise is that Artificial Intelligence (AI) could rapidly
expand in capability past human intelligence. This has been hypothesized by
some to mean that the AI would leave humanity behind, possibly making
humankind irrelevant. The second concern deals with organizational complex-
ity, building off the argument made by Dr. Yaneer Bar-Yam that hierarchical
organizations are limited in their ability to handle complexity by the carrying
capacity of the small number of individuals who make decisions at the top. As
the environment becomes more complex, hierarchical organizations like the
U.S. Navy will find themselves in a state where their traditional construct could
hinder their ability to process this complexity, thus limiting their effectiveness.
The authors, sponsored by the U.S. Office of Naval Research, created a study

to explore these concerns using the collective intelligence platform mmowgli
(Massively Multiplayer Online War Game Leveraging the Internet). Over a one-
week timeframe players from all over the world collaborated, developing con-
cepts that explored how the U.S. Navy could address the concerns. The themes
that emerged from that event paint a picture of how the Navy might adjust so
that it could ride the wave of technological change and increasing complexity
instead of being swamped. This paper describes the mmowgli game, the themes
that emerged from the game, and three more detailed concepts fleshed out in a
follow-on workshop.
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1 mmowgli Overview

The Massively Multiplayer Online War Game Leveraging the Internet (mmowgli) is a
re-purposeable online platform as well as a transformational practice that harnesses the
creative potential of large, diverse groups for thinking and acting on complex, open-
ended challenges and opportunities. mmowgli also builds the creative capacity of the
crowd by offering a more gameful, more novel, and more democratized way of
engaging together with a problem than traditional methods afford.

In a typical mmowgli game players are first presented with a Call to Action. The
intention is to place the players in a scenario that is narratively incomplete, ending with
a broad question posed to the players as the purpose for the game. This immersion in
scenario is borrowed conceptually from the futuring work of Schwartz [1] and others
and allows the players a creative whitespace in which to form their concepts.

Once the players have immersed themselves in the Call to Action they enter the first
phase of the game called “Cardplay”. The broad question of the Call to Action is
divided up into two more specific components called the Yin and Yang. As referenced
in a paper written for the White House Office of Science and Technology Policy
(OSTP) [2] the concept of mmowgli cardplay is built upon David Bohm’s concepts of
dialogue as described in The Fifth Discipline [3] by Peter Senge. Ideas represented in
mmowgli are built in a dialogue format with initial responses to the Yin and Yang
played as 140 character or less seed ideas. Subsequent players then comment on those
initial ideas (also in 140 characters or less) in ever growing trees of conversation. These
comments are in one of four categories, Expand, Counter, Adapt, and Explore. This is
the divergent phase of the game and the goal is to create many complex conversations
without limiting or grading ideas.

The last phase of the game is the convergent “Action Plan” phase. Of the hundreds
or thousands of conversational threads emerging from Cardplay a relatively small
number, typically on the order of 1%, have sufficient critical mass of player energy
and/or sufficiently promising ideas that they cross the threshold to become Action
Plans. The cards chosen to become action plans are selected by game administers
(gamemasters) or self-selected by players. For each action plan, small groups of self-
selecting players, many of whom were involved in the original generation and
development of the thread during Cardplay, come together as a team online to craft
detailed responses to the basic “Who-What-When-Where-Why” questions that help
turn a promising idea into a first order plan. For most mmowgli games, the Action Plan
phase constitutes the raw output that is turned into concrete recommendations to
sponsors and policy makers after the game.

2 Design for Maritime Singularity Game Concept

The “Design for Maritime Singularity” game concept plays intentionally off the
wording from the U.S. Navy’s Chief of Naval Operations (CNO) “Design for Maritime
Superiority” strategy document [4]. At the highest level of abstraction, the game
positions players in a future where the long awaited Singularity has arrived, and solicits
their collective response to the broad question: “How Might We Design (or re-design)
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the Navy in light of this Singularity?” The Call to Action was created in the form of a
fictional Ted-talk like event [5]. At the more concrete level, the game’s Call-To-Action
decomposes this broad question into two parts (the Yin and Yang referred to above).

Part one characterizes the “Singularity” in the way that people commonly under-
stand it, as the emergence of greater than human intelligence from technological means,
a proposition attributed to scientist and futurist Kurzweil [6]. The emergence of
intelligent machines, capable of designing even smarter machines, would create its own
kind of Event Horizon (hence the term Singularity), a world in which the unaided
human is no longer sufficient and may not even be relevant. Rather than give in this
dystopian view the mmowgli narrative cites the invention of freestyle chess, influenced
by Kasparov [7] following his defeat by IBM’s Big Blue, as a metaphor for how the
Navy might approach the pending Singularity. Part One finishes with the following
open ended prompt to players (the Yin): “What concepts for human-machine teaming
might we develop as we approach Singularity 1?”.

Part two introduces an alternative way of thinking about the Singularity (called
Singularity 2), drawn from the work of Yaneer Bar-Yam, at the New England Complex
Systems Institute [8]. This view argues that a similar phenomenon is happening with
environmental complexity as with machine intelligence, namely that complexity is
rising to the point that it outstrips individual human ability to manage it. It makes the
further argument that organizations, to the extent that they are hierarchical in nature, are
limited in their “complexity carrying capacity” by the carrying capacity of the relatively
small number of individuals who make decisions at the top of the hierarchy. Thus,
traditional organizational constructs are limited in their ability to process this com-
plexity. Part two finishes with the following open ended prompt (the Yang): “As
complexity rises all around us, what new organizational constructs should we
consider?”.

3 Game Execution

The Design for Maritime Singularity mmowgli game ran from March 27th through
April 2nd 2017. In that time 1272 players registered and 390 players participated
through playing a total of 9109 cards and creating 45 action plans. As is typical for
these games the greatest participation was on the first day, with half of the cards played
that day. Looking at the Yin and Yang, 609 unique ideas (seed cards) were played in
response to the Part one question and 389 seed cards were played in response to the
Part two question. Players were allowed to play cards through March 31st and then
allowed to continue to work on action plans only for April 1st and 2nd.

The action plan phase of the game started almost immediately, with the first action
plan created within two hours of starting the game. It is currently not possible to track
the total number of edits on an individual action plan, but there were 1852 comments
and 547 author-to-author messages. This level of communication is impressive and
represents a high level of collaboration.
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4 Analysis of Results

With Design for Maritime Singularity the mmowgli team, with support from the
sponsor ONR, piloted a new approach to post game analysis. Traditionally the
mmowgli output, consisting of the combined body of Card Play and Action Plans, is
made available to the game sponsor who performs, usually with some assistance from
team mmowgli, the bulk of analysis, reporting and recommendation writing. With
Design for Maritime Singularity the authors inserted an intermediate step, convening a
three-day workshop using methods from Human Centered Design. The next section
describes the workshop itself. This section describes the process of curating and
converting the raw output from the mmowgli game into a form that could be utilized by
the workshop participants.

Between the end of the game (April 2, 2017) and the beginning of the workshop
(August 15, 2017) the authors combed through all 9109 cards and 45 action plans using
an adapted form of hermeneutics, a process more commonly associated with theology
and the liberal arts than with wargaming or crowdsourcing. In effect, the authors treated
the mmowgli output as a form of literary text, reading it several times through,
highlighting major themes as well as significant outliers, occasionally stitching together
disjoint threads to form a completely new idea.

The themes are listed below. Where mmowgli raw data is cited, AP followed by a
number indicates Action Plan #X. For example AP 34 = Action Plan #34. Otherwise, if
a simple number is listed it indicates the Card number from the game, so “7162” means
Card #7162.

4.1 Singularity 1 Major Themes

AI for Intelligence Analysis: This set of concepts encompasses an area where there is
a great deal of current research, though there is certainly more that can be done. As data
from intelligence systems as well as public sources increases and becomes more
complex humans will need help turning that data into information and knowledge.
Much of the current work in this area involves machine learning.

Swarming: The concept of swarms often is considered in terms of robots working
independently to accomplish a task. In the case of some of these concepts, however, the
players look at swarms of manned and unmanned assets working together and also at
the idea that a swarm of humans could support or be supported by a single AI. As
sensors and computers become smaller and more capable the idea of having inex-
pensive swarms becomes less of an idea and more an expected reality.

Health-Related Concepts: This is just a small number of concepts, and focuses on
how AI or robots could help humans to heal or get treatment faster in battlefield
scenarios as well as concepts dealing with using AI to help with medical advances.

Tactical Application of AI to Warfighting: This concept has two main areas. In the
first the AI is fighting war through offensive operations or defensive operations. In the
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second area are concepts that explicitly look at how to attack AI. These range from
EMP bursts to concepts based around deception or destroying human trust in the AI.

Creation of AI: This theme deals with different ways to create and train AI. Some are
conceptual, like the idea of Moravec’s paradox, but most are more practical dealing
with creation of hardware and software that will assist with advanced AI.

Transhumanism: This group of concepts takes the basis of the game, which was the
merging of AI and human capability, and assumes a physical merger. It involves
creating cyborgs, humans with machine elements that allow the merged entity to
operate more effectively than either part could operate separately.

4.2 Singularity 1 Design Challenges

Design Challenge: AI Personal Assistant: This set of concepts was focused on
personal Artificial Intelligence aids that were created with either an individual or a
specific job/rate in mind. These assistants would be in the vein of Siri or Alexa, but
much more competent. For some of the concepts the assistant would be very specific to
a certain task or set of tasks while other concepts envisioned an assistant that would
help with many different topics. One of the most interesting elements of this series of
ideas is the personalization aspect, that through dedicated coders or through learning
algorithms the AI was customized for an individual, not a one-size-fits-all solution.
Represented by mmowgli raw data: Personal assistant learns how you work and is
better able to help – AP3, Developers code solutions alongside sailors that use them,
AI developed for specific rates – AP9, AI personal assistant that recognizes and shares
best practices – AP39, Technology/AI as a colleague to navigating workplace com-
plexity – AP40, AI grows with you over service time, stays with you as your career
progresses – 11, 816, Partner AI with person/thing it will mimic, allow it to grow with
partner – 1363, Increased trust in AI if it is paired with you – 279, AI Amanuensis
(butler) – 1906, AI advisor for grunt/sailor – 1965, 2645, 5192, AI teaching human –

3950, 6748, AI can increase the capacity for humans to handle complexity – 2142.

Design Challenge: Interface Between Humans and Computers/Machines/AI: This
set of concepts is all about how the human and the computer can communicate with each
other. Some look at ways to teach the computer to understand humans, these deal in part
with maturing areas of research like text and speech analytics. Another sub-set looks at
the idea that humans need to speak/communicate with more precision and therefore the
changes should be the humans becoming more computer-like. The third area focuses on
more direct connections between the human computer (our brain) and the machine,
through direct brain interfaces, EEG (Electroencephalogram) interfaces, and other
means. A last element is providing something like Augmented Reality (AR) or Virtual
Reality (VR) or even a suit that overlays the computer information into the human’s
world and connects the human’s data to the computer’s world. What isn’t necessarily
discussed is the cognitive load of the additional information these connections will give.
Represented by mmowgli raw data: Natural language and other comfortable interac-
tions with computers – AP11, train people how computers think – AP14, Intelligent suit
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that connects you to network and provides compute, AI, sensing – AP15, Armor to help
with medical issues – AP16, incorporate computer programming elements into human
language – AP36, Direct brain-machine interface – 13, 15, 469, 568 (brainwaves),
2053(brainwaves), 6056 (telepathy), 6315 (EEG), 6391, Human/AI Application
Program Interface (API) – 51, Common language for human/AI communication –

538, 4891, 6267, VR/AR interface – 903, 4332, Attack other people’s human/AI inter-
face – 7239.

Design Challenge: AI Decision Aids: This is a broad range of concepts that approach
the idea of how decisions will be made as humans and machines work more closely
together. Some of these concepts have to do with the structures within which we make
decisions, such as decentralized decision making. Some concepts are about having the
AI help with small decisions. Some look at how AI might break up our traditional
decision making process, with the AI being the Commanding Officer (CO), the AI
breaking the chain of command, or the AI being a red team to point out human failings.
Represented by mmowgli raw data: stock market for ideas related to strategic
concepts – AP13, mmowgli helps promote transparency – AP18, push decision making
to swarms (mostly S2) – AP28, Use Agile as structure for decision making (mostly S2) –
AP29, How did the machine make the decision? – 50, Learn from past decisions – 86,
Allowing the machine to decide for the human – 137, Decisions at machine speed – 328,
If organization is decentralized, how does AI factor into C2/making decision – 611, AI
point out human bias or play devil’s advocate – 619, 774, Machine making the human
decision easier, making lower level decisions to free up human for higher level – 987, AI
break the chain of command – 1112, 2728, 4807, AI as CO – 2161, Multiple decision
aides (like have multiple staff members) – 4357, 4955, AI as too easy to predict? – 4991,
Train AI to run Prediction markets – 6556.

These themes represent concepts that the U.S. Navy can use in directing research
towards human/machine or human/AI teaming. Additionally, the U.S. Navy can benefit
from the wide range of existing research and development already ongoing in these
areas.

4.3 Singularity 2 Major Themes

The Role of Surprise, Imagination and Novelty vs the Role of Analysis and
Logic: This theme addresses the question of whether an entity (i.e. either human or AI)
could ever “analyze” its way into something as imaginative and effective as Doolittle’s
Raid.

Naïve Rationalism: This theme revolves around the assumption that machine driven,
“perfect” algorithmic logic, applied to human affairs, would result in superior
outcomes.

Projecting Human Social Complexity onto AI: Many threads questioned whether AI
would manifest as a single, monolithic, all-knowing entity, or whether it would be
balkanized. In an ironic twist for a game devoted to taming complexity, this led to the
need for a proliferation of distinct AI’s whose purpose was to keep other AI’s in check,
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creating a situation where the artificial world, rather than helping humanity tame
complexity, actually contributes to increasing complexity.

The Role of Feelings/Emotions: Emotions and feelings are one way that humans
curate overwhelming amounts of raw, complex data coming in from the world.
Additionally, emotions form a key, underappreciated part of the human decision
making process. This theme revolves around the role of feelings and emotions in AI.

The Role of Embodied and Tacit Knowledge: Similar to feelings and emotions,
humans also possess tacit and embodied knowledge. Is there an analog to
tacit/embodied knowledge for AI? Can AI possess embodied/tacit knowledge? If so,
how would that manifest? Are we assuming that the vast majority of knowledge is
explicit knowledge? If so, what are the implications for AI?

4.4 Singularity 2 Design Challenge

Design Challenge: Treating the U.S. Navy as a Complex Adaptive System: Going
back to the Call-To-Action, the goal was to redesign our Navy’s organizational con-
struct, at any level, such that we would have a Navy that is robust in any environment,
and able to deliver effects matching the scale and complexity of the situation at hand.
For the purposes of the design challenge given to the workshop, “at any level” could
mean at the large organizational level, e.g. at the Requirements Setting and Resource
Sponsor level; it could apply to the broad enterprise that manages research, develop-
ment and innovation; or it could mean at the operational level, whether an individual
unit, or squadron. The primary challenge for this group was to settle on a specific or
narrow enough idea to further develop, and to also settle on a specific level of the large
Navy organization on which to apply the idea. Represented by MMOWGLI raw data:
Treating the Navy as a Complex Adaptive System. – AP7, How Might the Navy’s
organizational construct, at any or all levels, need to change in order to push decision
making and problem solving to swarms? – AP28, Test and apply Agile
Methodology/SCRUM/KANBAN to Navy organizational constructs. – AP29, If the
Navy evolves to a more complex, less hierarchical structure, what incentives might
emerge to replace traditional hierarchical/bureaucratic incentives? – AP30, Pre-
empting the Third Singularity: (note: the third Singularity, refers to that point in time
when the Defense top line budget intersects with the increasing per-unit-cost of a given
platform, resulting in a Navy force structure consisting of exactly one very large, but
very capable, platform). – AP37, Organic structure where the resources would be
redirected to address issues as they arise, like the body fights illness or injuries. – 83,
For major acquisitions use AI and big data to automate requirements identification
and validation. – 99, Why are we assuming the individual carrying capacity for
complexity is fixed? – 2142, Shift the burden of policy enforcement from humans to
AI. – 2404, Complex, Adaptive Enterprise. Extend the study of complexity and complex
adaptive systems to large organizations and enterprises like DoD. – 3516, Can we
measure, in real time, if an organizational structure deals with complexity well? –

4448, Human subjectivity in law/policy enforcement is a nightmare. Can we create a
system that relies entirely on AI and past results? – 6031.
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5 Workshop Design and Results

In parallel with the qualitative data analysis described in Sect. 4 the authors worked
with the Consortium for Robotics and Unmanned Systems Education and Research
(CRUSER) Program at the Naval Postgraduate School (NPS) to plan and conduct a
workshop. The purpose of the workshop was to focus on the identified design chal-
lenges and flesh them out more fully, to the point that they would contain actionable
recommendations. The format chosen for the workshop was to conduct a design sprint,
over three days, using design methods and principles.

The authors invited a pool of 24 participants drawn from the Naval Research and
Development Enterprise (NR&DE), from other government agencies, and from the
player pool. After a plenary session where participants were introduced to the game
themes and design challenges participants were split into three facilitated working
groups. NPS supplied the individual facilitators for each group, as well as an overar-
ching workshop/roving facilitator. Two groups were assigned to Singularity 1 and one
group was assigned to Singularity 2, the concepts developed by the groups are
described in more detail below.

5.1 Group 1: SQUID

Group 1 looked at the design challenge of AI Personal Assistants. The design question
addressed by Group 1 was, “How might we enable the Navy to adapt applications that
enhance trust and timeliness in information flow?” The concept created by Group 1 was
called the Symbiotic Query Universal Iterative Decision System (SQUIDS).

SQUIDS is envisioned at its core as a question and answer system that allows
Naval personnel to get access to experts and to share expertise. In use it is envisioned
that SQUIDS will start simple, by connecting experts to people with questions in very
specific technical areas, but that it will grow to a broad range of topical areas and that it
will be able to provide general support to its users across that range of topics. SQUIDS
is intended to be a human-centric tool that supports, not supplants the human by freeing
up human cognitive load to hopefully allow humans to focus on creativity, decision
making, and other tasks where the team felt humans could provide the most value.

Describing the architecture of SQUIDS, each user will have a profile that describes
their interests, expertise, ideas, and the questions they’ve asked and answered in the
past. That user’s interface with the overall system is through their personal assistant,
called VIBRIO. The user might access VIBRIO through a desktop computer, through a
phone or smart watch, or even through an augmented reality display. Each person’s
VIBRIO will be connected together through the base SQUIDS AI and database. Access
controls will provide the ability to ensure data breaches don’t occur and to protect
personal information that might be associated with individual VIBRIO units. The back
end database for the global system will consist of a number of different data sources.

Artificial intelligence is assumed to be a necessary part of SQUIDS at several points
in the architecture. Each VIBRIO will have an AI that will be expected to learn the
preferences of the user it supports. The AI supporting the global SQUIDS back end will
be responsible for making connections and for building the database supporting those
connections. Because there is an AI involved there is an oversight capability that is
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needed, to ensure that the AI enhances the human and to ensure that SQUIDS does not
limit creativity or have counterproductive behaviors introduced and reinforced. Some
amount of this oversight will be provided by the users through their VIBRIO interfaces,
some will be oversight of the entire system, and some will be provided by the AI or
additional AI.

5.2 Group 2: ADAPT

Group 2 looked at the design challenge of AI Decision Aides. The design question that
Group 2 used was, “How might we create an integrated environment that allows
decision makers to understand the range of consequences that flow from their decision
so they can make informed decisions?”.

The concept that was created is called ADAPT, or the Augmented Decision
Analysis and Planning Tool. At its core ADAPT is a combination of modeling and
simulation (M&S), human machine interface, and course of action (mission plan
option) creation. The tool is focused on aiding the deliberate planning process, but
could be used for more reactive planning as well. The intended users of the tool are
policy makers, COCOM leadership, and planning staff members. The tool will allow
the planner to create a course of action in the tool, then will assess that course of action
using M&S and artificial intelligence/machine learning techniques. That analysis will
take into account intelligence, historical operational performance of both red and blue,
and blue force information such as assets available and readiness. Taking the results of
the analysis ADAPT will show the planner a range of consequences associated with the
plan. The range of consequences are representations of the possible outcomes from the
plan and probabilities associated with those outcomes. ADAPT will also recommend
potential changes to the initial plan and show the benefits and uncertainties associated
with those changes. The planner can use the planning interface to make changes and re-
assess the plan multiple times until they get a plan they feel is adequate. At that point
the plan can be passed, using the ADAPT tool, to lower level commanders who will
take the higher level plan guidance and use it to develop and assess their plans. These
more detailed plans will factor into the lower and higher level assessment results. Once
the plans are created they will be updated and re-evaluated on a regular basis as new
intelligence and commander’s guidance is received.

5.3 Group 3: Mind the Gap

This group started with the design challenge: Treating the U.S. Navy as a Complex
Adaptive System. After examining the problem, the group reframed the design chal-
lenge to “Treating the Navy as a Complex Adaptive Anticipatory Social System”. The
concept created by the group was called “Mind the Gap”. The group described the
present situation as one where the capability returns that accrue in the realm of
information technology are exponential, whereas the returns that accrue in the realm of
human/social/organizational development are linear. This sets up a gap between the
two that increases over time, as shown below in Fig. 1.

The desired end state is one where we develop ways to “mind the gap” by
improving our organizational ability to deal with complexity. The group’s working
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hypothesis was that organizations could meet the challenge of increasing complexity by
artfully teaming with technology, as shown in Fig. 2. In this sense, the group’s thought
process mirrored that of the workshop groups working on Singularity 1, the difference
being that the Human-Machine Teaming occurs at the organizational level instead of
the individual level.

The group developed a number of specific recommendations for closing the
gap. These recommendations address two distinct fields. The first set addresses culture
at the macro level. The second set consists of specific, tangible studies, projects or
pilots which, if undertaken, would produce organizational learning.

Fig. 1. Gap between technology and organizational capability growth over time

Fig. 2. Impact of human/technology teaming on capability growth
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Macro Level, Cultural Recommendations:

• Articulate and disseminate across the Navy the Singularity 2 concept - what it is,
and why it is important.

• Articulate and disseminate across the Navy a deeper understanding of Tacit
Knowledge - what it is, why it is important, and how it fits into organizational
capability in the face of rising complexity.

Specific, Tangible Projects, Prototypes:

• Drawing on currently available AI technology, and using recent studies on
administrative distractions for targets of opportunity, conduct an exploratory design
study, ending in a minimum viable prototype, aimed at using AI to reduce the
administrative burden on sailors.

• Drawing on currently available AI technology, conduct an exploratory design study,
ending in a minimum viable prototype, aimed at using AI to augment the use of
humans in policy enforcement, particularly focusing on contracting and acquisition
processes.

• Conduct an exploratory study to assess whether, and if so, how, the diffusion of tacit
knowledge might be scaled up by the use of AI.

6 Conclusions

The mmowgli Design for Maritime Singularity game event and following workshop
were a unique and creative way to explore the concept of two future Singularities.
Through working collaboratively, game players envisioned a future where humans and
AI or machines could work together in a complementary manner, thereby increasing
the capability of the Human/AI team. Players also envisioned a future where tech-
nology such as human/AI teaming combined with changes in organizational construct
allowed the U.S. Navy to cope with and even thrive in an increasingly complex
environment. The themes identified in the game and the concepts generated in the
follow-on workshop can be used by the U.S. Navy and other military organizations to
identify future research and development programs to improve upon human/AI teaming
and organizational carrying capacity.

Anyone interested in the results of the game can access all of the cards and action
plans through the archived reports page [9].
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The revolution and Civil War in Syria has led to substantial death and suffering,
a massive refugee crisis, and growth of ISIS extremism and its terror attacks
globally. Conflict between disparate groups is ongoing. Here we propose that
interventions should be pursued to stop specific local conflicts, creating safe
zones, that can be expanded gradually and serve as examples for achieving a
comprehensive solution for safety, peace and stable local governance in Syria.

Nearly five years since the deterioration of government control and order,
stemming from the “Arab Spring” protests of 2011, Syria has become a “failed
state” with widespread violence, the source of ISIS ideological violent extremism
and terrorism, and the origin of massive population displacement and exodus.
Often called a civil war, violence in Syria includes conflict between many parties:
the government forces, ISIS, several distinct rebel groups with various affiliations,
and many external parties including national actors (Saudi Arabia, Turkey, Iran,
Russia and the US) and non-state actors (Hezbollah, Druze and Kurdish groups).
Despite the existence of alliances on the ground, specifically in opposition to ISIS,
these groups have different agendas and support different local groups and may
interfere with, or even fight and kill, members of other groups.

Because of the complexity of the conflict there are various framings of the
situation as a battle between the opposition and Assad, a battle against ISIS, a
battle of proxies, etc. Here we consider a strategy of achieving peace by address-
ing local conflicts with local solutions prior to building a comprehensive solution
to the entire set of conflicts at the national scale. This is a grass roots approach
to building safety and security from the ground up. Such efforts already exist in
some places. We provide a framework for this approach in terms of a validated
scientific analysis of essential drivers of conflict rooted in ethnic geography. While
some of those involved will consider our discussion narrowly in terms of whether
we provide support for their cause, our objective is to address directly the suffer-
ing of populations through establishing robust local safety and governance that
will be an immediate relief to local populations severely affected by the conflict.
The safety of the populace should not and need not be a hostage for the national
solution which may follow.

Complex ethnic geography is a central reason for the large number of different
groups in conflict as this geography leads to local allegiances that do not aggregate
at the national scale. The makeup, and even existence of several of these groups
is a matter of debate, complicated by the possibility that some groups choose to
hide their differences (e.g. Alawites and Nusaries) [1]. These debates do not affect
the overall framework of our discussion, although they may play a role in the
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subsequent consideration of local conditions. A well researched map of ethnic geog-
raphy is shown in Fig. 1 showing 13 ethnic groups that have local geographic areas
in which they are the majority population. The largest of these ethnic groups are,
in descending order by population size, Arab Sunni Muslims (the majority, 60%
of the population), Arabic speaking Alawites, Arabic speaking Christians (Levan-
tines), Kurds, Druze, Ismailis, Nusaries, and Imamis [2].

We have previously demonstrated that, where ethnic groups exist in geo-
graphic patches of 20–60 km in diameter, there is a high probability of conflict
[3]. We have also shown that establishing local autonomy through subnational
boundaries (as is found in Switzerland) is a means of alleviating conflict [4]. Our
analysis suggests that providing some level of local autonomy to the ethnic groups
would reduce the impetus for local conflict and could serve as a basis for peace and
stability [5].

The objective of local autonomy is to enable local decision making to reflect
values in determining ordinances, institutions and services to the local popula-
tion. As is found in Switzerland, where there are multiple cantons of each of
catholic and protestant dominated areas, there is no need to have all of the
members of a group in a single governance structure. The objective rather, is
to reduce friction that leads to conflict by enabling those with widely different
values to impose their values on public spaces. We note that the establishment
of local partially autonomous regions does not itself determine the structure of
federal national governance, which would be the framework for national security
and interactions among the local groups as in, for example, the federal gov-
ernment of Switzerland. Other countries have federal governance systems with
various ways of balancing local and national governance roles, including the
United States, where four levels of governance are present in municipal, county,
state and federal systems.

In order to advance the understanding of the conflict and potential solutions
in Syria, we have constructed a visualization identifying areas susceptible to
violence. This study used a simplified methodology compared to previous studies
[3,4]. We superimposed circles of 20 Km diameter on the ethnic map of Syria by
visual inspection. Circles are placed where one ethnic population is the majority
within the circle and others are the majority around the periphery. Figure 1
manifests why and where ethnic group affiliation, whether defined by language,
religion, or both, plays a major role in the conflict in Syria.

Our analytic results for the locations of likely violence are consistent with
the current state of conflict shown in Fig. 2. We see that ethnic violence in Syria
can be divided into four main regions and an isolated patch: northeast, north,
west, southwest, and Deir az-Zur.

Northeast—The northeast region is dominated by Kurd and Sunni Arab
groups. Violence is particularly likely between them along the northern bor-
der with Turkey, where the two groups are interspersed in 20 Km patches. In
addition, some combination of Armenians, Assyrians/Syriacs/Chaldians, and
Chechens are surrounded by Kurds and Sunnis in several patches in this area,
perhaps also contributing to violence.
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Fig. 1. Ethnic Geography of Syria A. Ethnic geography of Syria [2]. B. Superim-
posed circles indicate areas of a patch size indicating the likelihood of ethnic violence
[3,5].
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Fig. 2. Conflict in Syria A. BBC map of violence in Syria, July 2015 [6]. B. Super-
imposed locations of likely locations of violence according to our analysis.
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North—The north region contains areas of likely conflict between Kurds,
Sunnis, Circassians, Imamis, Levantines, and Turkomans.

West—The west region contains the largest number of likely ethnic vio-
lence areas, as a collection of Kurds, Druze, Imamis, Circassians, Assyrians/
Chaldians/Syriacs, Ismailis, Nusairis, Turkomans, and Arabs all live in ethnic
pockets of the critical size.

South—The south region in the area of Damascus also contains a significant
number of ethnic patches, with possible conflict between Levantines, Druze, Ara-
maeans, Assyrians/Chaldians/Syriacs, Circassians, and Kabardas.

Deir az-Zur—Finally, the city of Deir az-Zur contains an isolated ethnic
patch, where a population of Armenians is surrounded by Arab populations.

According to our previous analysis, the establishment of boundaries between
ethnic populations to provide partial local autonomy would increase stability
and inhibit current and future conflict in Syria. Some suitable natural barriers
already exist due to the topography of mountains, lakes, and rivers. However,
many boundaries will have to be established through political borders or artificial
barriers.

Under the current conditions of fragmentary control and multiple competing
groups, implementing a national process to resolve all conflicts is difficult. The
complexity of local conflicts, and the many parties involved, will be a barrier to
any such comprehensive plan. We propose that a step-by-step bottom up strat-
egy provides a useful and robust alternative to a national plan. Indeed, in this
context, the natural scale of intervention is at the community level. Our analysis
should serve as a motivation for local governance creation and maintenance in
Syria, rather than a blueprint. The complexity of governance creation on the
ground will require adaptation due to the specifics of local conditions.

In such a step-by-step strategy “safe zones” should be established. Efforts
should be made to identify specific local areas of conflict for intervention to
establish the safe zones, including local governance and sub-national political
borders, potentially redrawing governorates (muhafazat), districts (manatiq), or
subdistricts. Such interventions should recognize specific conditions of villages
and urban neighborhoods, their values and capacity to provide for their own
security, as well as the relationships they have with nearby groups and national or
international groups. The complexity of these local conditions must be addressed
through direct engagement with the local population as an integral part of the
process of achieving security. In recent years new local governance structures
have emerged in response to the disorder [7,8]. These may serve as a basis for
the robust and longer-term structures that are needed. Once established, a safe
zone will allow the local population to rebuild and reestablish normal lives.

Among the challenges to be faced in achieving safe zones is establishing reli-
able international support for security, and where necessary, assigning ownership
of geographically associated economic resources and religious/cultural site con-
trol. Identifying locations where the framework for peace, even if complex, can
be more readily achieved is key to early progress and establishing precedent for
later more difficult areas.
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The greatest challenge in implementing this approach may be the psycho-
logical shift from seeing power as an absolute quality on a nation-state basis,
and shifting to a perspective in which local power is balanced against the role
of allegiances and against larger scales of power, including national. The current
conflict is often seen as an irreconcilable power struggle between local groups
and the nation-state, as embodied by its government. Here the objective is to
show how local groups can coexist with national power. This coexistence is not
about full autonomy but rather about a balance between local autonomy within
relationships among the local, national and international groups.

By focusing on the local nature of interactions, the basis of community gov-
ernance can be established. The structure of national power, in whatever form
then occurs, becomes secondary as individual day-to-day existence can be pri-
marily determined by the local authority and only secondarily with the national
governance.

Acknowledgements. We would like to thank Francisco Prieto-Castrillo, Nima
Dehghani and Matthew Hardcastle for helpful comments on the manuscript and Nadim
Shehadi, Nassim Taleb and Tom Garvey for helpful discussions.

References

1. Lewis, M.: Michael Izady’s amazingly detailed map of ethnicity in Syria (and the
Syrian Armenians). GeoCurrents, 26 October 2014. http://www.geocurrents.info/
cultural-geography/michael-izadys-amazingly-detailed-map-ethnicity-syria-syrian-
armenians#ixzz3yZOkKh7K

2. Izady, M.: Maps and statistics collections. The Gulf/2000 Project (2000). http://
gulf2000.columbia.edu/maps.shtml

3. Lim, M., Metzler, R., Bar-Yam, Y.: Global pattern formation and ethnic/cultural
violence. Science 317, 1540–1544 (2007)

4. Rutherford, A., Harmon, D., Werfel, J., Gard-Murray, A.S., Bar-Yam, S., Gros, A.,
Xulvi-Brunet, R., Bar-Yam, Y.: Good fences: the importance of setting boundaries
for peaceful coexistence. PLoS One 9, e95660 (2014)

5. Bar-Yam, Y., Friedman, C.: Swiss-ification: Syria’s best hope for peace. NECSI
Report 2013-09-02, 4 September 2013

6. Syria: Mapping the conflict. BBC, 10 July 2015. http://www.bbc.com/news/world-
middle-east-22798391

7. Kirkpatrick, D.D.: Fighting shortages, Syrian civilians take reins in rebel areas. The
New York Times, 28 February 2013. http://www.nytimes.com/2013/03/01/world/
middleeast/syrian-civilians-take-reins-in-test-of-self-government.html? r=0

8. Hof, F.C.: The self-government revolution that’s happening under the radar in
Syria. Washington Post, 26 July 2015. https://www.washingtonpost.com/opinions/
the-self-government-revolution-thats-happening-under-the-radar-in-syria/2015/
07/’6/05cffade-313e-11e5-8353-1215475949f4 story.html

http://www.geocurrents.info/cultural-geography/michael-izadys-amazingly-detailed-map-ethnicity-syria-syrian-armenians#ixzz3yZOkKh7K
http://www.geocurrents.info/cultural-geography/michael-izadys-amazingly-detailed-map-ethnicity-syria-syrian-armenians#ixzz3yZOkKh7K
http://www.geocurrents.info/cultural-geography/michael-izadys-amazingly-detailed-map-ethnicity-syria-syrian-armenians#ixzz3yZOkKh7K
http://gulf2000.columbia.edu/maps.shtml
http://gulf2000.columbia.edu/maps.shtml
http://www.bbc.com/news/world-middle-east-22798391
http://www.bbc.com/news/world-middle-east-22798391
http://www.nytimes.com/2013/03/01/world/middleeast/syrian-civilians-take-reins-in-test-of-self-government.html?_r=0
http://www.nytimes.com/2013/03/01/world/middleeast/syrian-civilians-take-reins-in-test-of-self-government.html?_r=0
https://www.washingtonpost.com/opinions/the-self-government-revolution-thats-happening-under-the-radar-in-syria/2015/07/'6/05cffade-313e-11e5-8353-1215475949f4_story.html
https://www.washingtonpost.com/opinions/the-self-government-revolution-thats-happening-under-the-radar-in-syria/2015/07/'6/05cffade-313e-11e5-8353-1215475949f4_story.html
https://www.washingtonpost.com/opinions/the-self-government-revolution-thats-happening-under-the-radar-in-syria/2015/07/'6/05cffade-313e-11e5-8353-1215475949f4_story.html


Urban School Leadership and Adaptive
Change: The “Rabbit Hole”
of Continuous Emergence

Patrick McQuillan1(&) and Brad Kershner2

1 Boston College, Chestnut Hill, MA 02467, USA
mcquilpa@bc.edu

2 Carolina Friends School, Charlotte, NC 28273, USA

Abstract. In the current educational context deliberate and continuous emer-
gence seems eminently logical. Schools comprise so many interacting dimen-
sions—moving parts of people, ideas, contexts, and resources—change truly is
the norm. School systems therefore need to adjust to both the challenges and
opportunities they regularly encounter. In doing so, the principal represents a
critical leverage point. Believing that “Leadership is no longer the activity of
gatekeeping and directing but of enabling and empowering” (Morrison 2002,
p. 19), wrote that administrative leaders should “enhance the skills and knowledge
of people in the organization [and] create a common culture of expectations
around the use of those skills and knowledge” (p. 15). One strategy for addressing
this challenge and enacting these ideals is to generate a complex adaptive system
in which power and authority are decentralized and all school personnel—stu-
dents, teachers, administrators, and parents—embrace a common vision com-
mitted to shared beliefs, values, policies, and practices. Accordingly, we
conceptualize systems emergence as an adaptive process in which a school
“system” adjusts to its context, drawing upon the analytic heuristic known as
continuous emergence to reveal the ongoing and intertwining challenges that arise
for urban school leadership when this occurs. In terms of the emergence process,
we engage the experience of disequilibrium, intensification, emergent order, and
stabilizing feedback not as linear phenomena leading to a single outcome but as an
ongoing process in which these features of emergence interact in ways that are
largely non-linear and unpredictable yet still reveal promising strategies for
adapting to the varied sources of disequilibrium that arise in the system.

Keywords: Complexity theory � Complex adaptive systems � Emergence

[I]nstead of privileging equilibrium and equilibrating change, organization science should
treat disequilibrium and disequilibriating change as natural and ongoing rather than excep-
tional and episodic. … Equilibrium need no longer be viewed as the natural state to which a
system returns (Chiles et al., p. 514).
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1 The Challenge of Urban School Leadership

In the current educational context deliberate and continuous systems emergence seems
eminently logical. Schools comprise so many interacting dimensions—moving parts of
people, ideas, contexts, and resources—change truly is the norm. Standardized exams,
fundraising committees, instructional leadership teams, lock-down drills, and a host of
other practices and related expectations were largely non-existent 15 years ago. For
urban principals, these developments are even more pronounced, as they serve dis-
proportionate numbers of low-income, geographically-mobile, special education,
immigrant, and non-native-English-speaking students (Hemmings 2012). To date, the
impact of these challenges has been pronounced. Consider these longstanding trends:
An achievement gap on the National Assessment of Educational Progress that “dog-
gedly persists for Latino/Latina and Black students, notwithstanding billions of dollars
spent yearly on remedial and compensatory intervention programs” (Valencia 2015,
p. 8); a national drop out rate, concentrated in cities, that currently exceeds three-
quarters of a million students annually; and turnover rates among urban teachers,
principals, and superintendents that undermine efforts to generate any sense of school
community or consistent student achievement (Payne 2008). By many measures, urban
schools struggle, and so do their principals.

Given this context, urban school systems would benefit from becoming adaptive,
able to adjust to both the challenges and opportunities they regularly encounter. In doing
so, the principal represents a critical leverage point in a school system that comprises
myriad interacting elements and dimensions (Fullan 2005; Davis and Sumara 2006),
embracing a role characterized as “enabling and empowering” (Morrison 2002, p. 19)
while seeking to “enhance the skills and knowledge of people in the organization [to]
create a common culture of expectations around the use of those skills and knowledge”
(Elmore 1996, p. 15). To do so schools need to become more adaptive, to generate a
complex adaptive system in which power and authority are decentralized and all school
personnel—students, teachers, administrators, and parents—embrace a common vision
committed to shared beliefs, values, policies, and practices.

To understand the nature of these demands and the relevance of this adaptive
strategy, we offer a case study of Richard Davidson and the Jeffrey Jackson School1 as
a means to conceptualize emergence as an adaptive process, one in which a school
“system” adjusts to its context in ways that promote equitable outcomes for all
involved. To conceptualize the nature of this challenge, we draw upon the analytic
heuristic known as continuous emergence to reveal the ongoing and intertwining
challenges that arise for urban school leadership, engaging the experience of disequi-
librium, intensification, emergent order, and stabilizing feedback not as linear phe-
nomena that constitute emergence leading to a single outcome but an ongoing process
in which these four features of emergence interact in ways that are largely

1 All names are pseudonyms.
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unpredictable yet still reveal promising strategies for successfully adapting to change.
Accordingly, we see complex change as potentially both a deliberate and continuous
process. As MacIntosh and MacLean (1999) observed:

[T]he key difference in applying complexity theory … to organizations as opposed to organisms
is that organizations have the capacity to bring about a change in archetype through consciously
creating the conditions in which successful transformation can occur. Those within the orga-
nization can, to some extent, choose the primary rules which govern the deep structure (p. 306).

also contrasted organisms and organizations to illuminate the potential of the tenets
of complexity theory to promote deliberate emergence:

Like natural living systems, generative human systems are also in a state of continuous dynamic
balance. But the presence of human intention—purpose and meaning—adds conscious choice
to the system’s dynamics, influencing the nature and flow of its information, the diversity and
transparency of its relationships, and the complexity of its processes, patterns, and structures
(p. 31).

2 Initial Conditions at Jeffrey Jackson School

The Jeffrey Jackson School (JJS), a K-5 elementary school in Boston Public Schools, is
not the prettiest Boston public school but its outward appearance belies a sense of
community and care that permeates much of school life. Classrooms and hallway
bulletin boards are colorful and full of positive messages in English and Spanish: “You
are entering a learning zone”; “Parents are our partners.” Historically, JJS has been seen
as a solid public school where students received a quality education. In 2013 JJS
became one of four high-performing, high-poverty schools in BPS. JJS achieved the
highest evaluation, Level 1 status, between 2013 and 2016, the end of this study, even
though the school enrolled 84% English language learning students, 23% of whom
were illiterate in Spanish. In 2015, only nine students didn’t pass MCAS, the Mas-
sachusetts standardized exam.

Richard Davidson was principal at JJS from Fall 2011 to June of 2016, the period
encapsulated in this study. Deeply committed to ensuring all students succeed, during
his tenure he worked to bring students, teachers, and parents into a coalition that
worked to continually enhance student achievement. When he became principal of JJS,
he was the school’s third principal in three years. He succeeded a principal with an
authoritarian style and intended to change JJS leadership dynamics to a more inclusive,
decentralized structure. Early in his tenure, Richard reflected on this situation:

The principal before me was very effective at leading with a top-down authoritarian style….
Although results were evident, the leadership method was not in full accordance to my mind-
set, skill, and conviction…. During many initial conversations [they seemed to] need direction,
decision making and guidance. I often asked, “How was this done last year?” The staff con-
sistently echoed, “The principal made all decisions.”
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His first year at JJS, Richard sought to establish his presence as a supportive,
trustworthy leader. As one teacher remarked:

He really works hard to make the situation best for the individual [teacher]. If it means he has to
cover someone else’s class so that they can go work with that particular child or that particular
group, that’s what he’ll do…. It’s the first time I’ve seen that.

Teachers also appreciated that Richard trusted them, whereas previous principals
encroached on their autonomy. In one teacher’s words:

[I was] micromanaged to the point that I didn’t want to do [extra work] anymore. [Richard] has
not done that at all. He’s pretty much handed it over and said, “You know what you need to do.
Keep me posted if there are any issues.” …I just feel like he’s trusting me to get done what has
to get done…. It’s put less stress on me because I know what needs to get done.

Although faculty liked Richard, being third in line in a rapid succession of school
leaders hindered his ability to transmit a sense of urgency to teachers—leaving him in a
difficult position. In Richard’s first year a veteran teacher reflected on the impact of
rapid turnover:

[W]e’ve had three different principals in the four years I’ve been here. And each principal has
their own missions and their own ideas of what they want the school to become…. [F]or the
staff, it’s kind of hard to relate to each [principal], not knowing how long they’re going to be
here or how much time they should put into any new initiative if someone else is going to come
in and change it.

A younger teacher outlined Richard’s predicament in a way that seemed both
cynical and revealing:

To make [change] happen, there is a toll that has to be paid. Before you get on the good side of
these people—who are very, very, very set in their ways—you have to sort of placate them first.
No matter what your values are, if they’re at all different from theirs, you have to placate
them…. You have to be harmless and helpful. If you are those two things only then will any of
those teachers care at all what you think about anything.

Although complexity science emphasizes non-linear, and therefore non-predictable,
outcomes, within complex adaptive systems forces known as “attractors” lend a
measure of predictability to how systems operate by shaping behavioral patterns
(Wheatley 1999). In schools, culture—what people believe and value—can influence
behavior notably. At JJS, Richard regularly told faculty “We are crew, not passengers,”
aiming to promote a shared commitment to a vision of successfully educating every
student.

Overall, Richard brought a keen commitment to ensuring student achievement to
his work at JJS. Some teachers embraced this ideal while others questioned Richard’s
motivations and professional competence.

3 The Rabbit Hole

In our view, the current situation facing urban schools, such as JJS, demands constant
adaptation. Myriad pressures never allow schools to remain in a state of equilibrium for
long. Dissonance and disruptions are omnipresent. But this is not necessarily bad.
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New ideas and promising directions constantly emerge, promoting intensification and
perhaps a new emergent order, one more effective than those previous.

Fully embracing this reality, Richard Davidson aimed to create change at JJS. His
efforts were informed by three guiding principles derived from his work at a Boston
College-based leadership academy: to share power and authority with faculty; to make
faculty active participants in the school’s efforts at instructional leadership; and to
promote a common school vision embraced by all members of the JJS community. The
enactment of these ideals did not occur in a uniform fashion. Richard often turned to
particular faculty to serve on key committees and to share ideas linked to various
reforms. To understand the outcomes of Richard’s efforts we parallel the four steps
characteristic of complex emergence (MacIntosh and Maclean 1999)—disequilibrium,
intensification, emergent order, and stabilizing feedback—as a means to conceptualize
emergence. In contrast to others, we describe this process as a continuous phenomenon
not a discrete, linear experience, and this has implications for how emergence as
institutional change is enacted.

To begin, somehow, in the context of the multiple factors that impact complex
change, the routine must be disrupted. Systems do not change if elements within the
system continue doing what they have always done. For adaptive change to emerge,
some sense of disequilibrium (Nadler 1993; Wheatley 1999)—be it external “turbu-
lence” originating from the broader context or internal “perturbations” intentionally
generated to promote adaptive change (Beabout 2012)—must create a state where “the
system is ripe for transformation…. experiencing new opportunities, new challenges,
and new ways to understand the world” (Reigeluth 2004, p. 27). As Wheatley (1999)
observed, disturbing the status quo is critical to transformation:

[A]nything that disturbs the system plays a crucial role in helping it self-organize into a new
form of order…. a higher level of complexity, a new form of itself that can deal better with the
present. In this way …disorder can be a source of new order, and …growth appears from
disequilibrium (p. 21; emphasis in original).

When conceptualizing emergence, a 2nd dimension, intensification, represents a
state when processes within institutions gain momentum, often because of mutually
reinforcing features of system interactions. Power is often distributed more broadly,
creating increasingly decentralized networks where new structures emerge as hereto-
fore nonexistent connections are generated. New ideas and practices surface. Some are
challenged, some endorsed, some are transformed. A sociocultural vision continues to
emerge as foundational beliefs, values, practices, and processes interact to promote
systems adaptation, iteratively and recursively. As the processes unfold, actors have
opportunities to reveal their competence, sincerity and reliability, setting the possibility
to enhance relational trust and lay a foundation for transformation (Bryk and Schneider
2002; Moolenar and Sleegers 2010). In this context, effective leaders drive conversa-
tions and collaborative efforts, promoting their sociocultural vision whenever the
opportunity arises, engaging with faculty, parents, and students in iterations of change
around a sociocultural vision.

The third dimension to emergence entails emergent order, the state when syner-
gistic interactions among system elements generate a fluid structure that can adapt to its
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contextual challenges and environment. It is something new and transformed, capable
of further evolution and adaptations. It has become a complex adaptive system (Stacey
1996) which, through a recombination of resources, increases the capacity of the
overall system to operate in a state of temporary equilibrium as agents and resources in
the overall system re-combine into new patterns of interaction that tend to improve
system functioning by adapting to the demands emerging in the overarching context.

The fourth and final dimension of the emergence process, stabilizing feedback, entails
modifications applied to the initial stages of an innovation, manifest as technical adjust-
ments not adaptive transformation (Lichtenstein and Plowman 2009). While emergent
order entails transformation of an existing system where something new has evolved, the
system may still be dysfunctional, needing adjustments to realize its transformative
potential, encouraging positive developments and discouraging those that undermine
systemperformance. Thisfinal stage of emergence is not about system transformation,per
se; it entails minor modifications to the status quo so the system continues doing what it is
now doing but more efficiently and effectively. MacIntosh andMacLean (1999) spoke to
this issue: “In the final stage of the conditioned emergence model, feedback is applied to
amplify actions consistent with the new rules and archetype. Feedback must also be used
to damp actions or behaviors which belong to the old rules” (p. 311).

To understand aspects of what occurred at JJS under Richard’s leadership this paper
draws upon the notion of continuous emergence, viewing emergence as an intertwined
and ongoing process of often unpredictable but overlapping demands on the institution
and its actors. To provide a sense for how this dynamic played out at Jeffrey Jackson
School we present two emails Richard Davidson sent to one author, Patrick McQuillan.

4 Richard Davidson Emails: April 8, 2014 and October 15,
2015

Two emails from Richard Davidson on April 8, 2014 and October 15, 2015—the first
being two-and-a-half years into his JJS tenure and the second slightly more than four
years—are revealing, as both manifest matters central to the emergence process: dis-
equilibrium, intensification, emergent order, and stabilizing feedback, all arising in a
continuous and notably unpredictable process. In the first missive Richard wrote:

Hello Pat,
I have been 100% consumed with the multiple, concurrent, and overlapping ini-
tiatives that have different levels of district prioritization. I have been trying to
participate in the dual advisory boards I have been appointed to, conduct family
engagement activities, crunch the budget, facilitate data cycles, interview [job]
candidates, enter interview data, set up the PARCC [a new state exam], set up
technology to support the PARCC, [teacher] evaluations, evaluation input, cut staff,
have difficult conversations with those staff, deal with the staff who have now
“circled the wagons” around the staff who have been cut, facilitate PD [professional
development], get staff weaned off Reading Street [a reading program the district no
longer supported], organize interventions, implement interventions, and deal with
an aging staff that has looming retirements this year and next. I am working to keep
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the ship moving in the right direction despite veteran staff having a hard time letting
go and transitioning into retirement…. As a sole administrator, who has delegated
some leadership aspects of the school, life is difficult right now.
How do I manage six to seven different entities for the school while still being an
instructional leader? After having a family engagement piece, a fundraising piece, a
partnership-building piece, a marketing piece, an instructional learning piece, and a
lot of the other stuff in the human resource side. That is everything. How does one
manage all that and still keep up with all the emails?
With that being said, I am helping my oldest son get into college and my youngest
son transition into middle school, and finish my dissertation [Richard had enrolled
in a doctoral program].
Ms. Arnette and Veronica Jackson [two administrative staff] are maxxed out as
well…. Needless to say there is no let up.
Regards,
Richard Davidson (April 8, 2014)
A year-and-a-half later, McQuillan received this email from Richard, again touching
on all dimensions of the emergence process:

Hello Pat,
I have been rolling along since the second week in August when I reported for
work. Tomorrow [Saturday] I have our annual Fall Festival from 12 to 3. Next
week, I have our award presentation from the Office of Student Engagement
regarding our earning of the “Family Friendly Certification.” October 31st is Parent
University. I am working to get a solid core of parents there. I have decided to
provide a bus but charge parents and I am not providing childcare at school. I am
trying to see if this affects family attendance to Parent U…. I have had two great
staff professional development sessions. September 3rd I was at [a local site] for an
all-staff professional development. Last week I had a staff PD that was differentiated
and addressed a couple instructional issues. I have developed and launched the
following leadership teams: Instructional Leadership Team, Positive Behavior
Intervention Team, Math Leadership Team, Book Room Development Team,
Student Support Team, Operations Team and an ESL/ Reading Intervention team.
I have had to give speeches regarding being the recipient of an Innovation Award
from [a local educational foundation]. I had a visit the third day of school with the
[BPS Superintendent], [a representative] from the Mayor’s office, and a few others.
I am working to get everyone on board in the construction of a shared instructional
focus and shared vision for this year and the school. We as a school are trying to
embrace the district’s mantra of “A culture of WE!”
The Operations Team is one of our premier teams that is working to become
effective and efficient problem solvers. I have setup a rotation for afterschool
coverage so we all share the burden. We are currently reading the book, The Five
Dysfunctions of a Team…. Our next Instructional Leadership Team is Wednesday
10/21/15 at 8:00 a.m.
Needless to say, there is a lot going on. . .
Richard Davidson (October 15, 2015)
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Both emails allude to all four stages in the emergence process, but certainly not as a
uniform process. At first (4/8/14), disequilibrium emerged from “the multiple, con-
current, and overlapping initiatives” that generated a milieu of uncertainty and disso-
nance, in part, because they all had “different levels of district prioritization.” Serving
on dual advisory boards created opportunities for Richard to gain new insights and
impress his supervisors but they demanded time and attention, thus requiring him to
balance new opportunities, often associated with disequilibrium, with ongoing
demands on his time. Interviewing job candidates always represents an opportunity
tension and related disequilibrium because one never knows what impact those persons
may have but new hires inevitably have some impact (Hramiec 2017). Finally, Richard
had to set up a computer system for the PARCC exam in a school with limited
technological capabilities. In a telling statement, Richard noted, “As a sole adminis-
trator, who has delegated some leadership aspects of the school, life is difficult.” In
only delegating “some” leadership responsibilities, relational trust seemed an issue
(Bryk and Schneider 2002). Without trusting more people to assume responsibilities,
Richard’s workload and related disequilibrium remained substantial.

In similar fashion, a year-and-a-half later significant uncertainty characterized
aspects of what occurred at JJS, simply in terms of what would happen with newly
created committees—the Positive Behavior Intervention Team, Operations Team, and
Reading Intervention Team, being potential sources of disequilibrium. Further, on the
third day of school representatives from the Mayor’s office and superintendent’s office
would visit the school. In both instances, the sources of disequilibrium seemed notable,
blending promising opportunities with challenging responsibilities.

The two emails also suggested aspects of system intensification. In the first, dis-
affected faculty “circled the wagons” around staff Richard had dismissed, requiring him
to reaffirm and rearticulate his commitment to a shared sociocultural vision. In the later
missive, Richard alluded to “working to get everyone on board in constructing a shared
instructional focus and shared vision,” including “the district’s mantra of, ‘A culture of
WE!’” Further, faculty were reading The Five Dysfunctions of a Team. These actions
provided teachers with opportunities to dialogue about new ideas and new ways to
conceptualize their professional responsibilities. These also offered Richard opportu-
nities to highlight the values, beliefs, and practices he considered central to the work of
JJS faculty and administration.

Both emails also embodied emergent order, signs that some system elements were
enacting the sociocultural vision in a coherent, mutually reinforcing manner, creating a
state of temporary equilibrium and adaptability, a complex adaptive system. The first
mentioned “family engagement activities,” data cycles, and “facilitating PD [profes-
sional development],” interrelated elements of the JJS system with synergistic potential
linked to enriched teaching and learning driven by positive interactions with parents
and teacher professional inquiry. In the later communication Richard described “two
great PD sessions” that were “differentiated” and linked to “instructional issues,”
suggesting that mechanisms were in place to promote instructional leadership and
distribute authority as means to enrich teacher commitment and professional expertise.
There was also an annual Fall Festival, and upcoming Parent University and Family
Friendly Certification award presentation, each signaling significant JJS-parent inter-
action. The school’s sociocultural vision also seemed to have taken hold in terms of
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some faculty seeing themselves as crew-not-passengers, as Richard noted seven
recently created teams, all intertwined emergence with instructional leadership, thereby
offering opportunities to reinforce the common sociocultural vision. Working in con-
cert, these elements of the somewhat transformed JJS status quo represented an
adaptive system, possessing features that facilitated information flow, a shared vision,
and personal autonomy. Productive routines were in place to help a school “system”
adapt, endure, and in some instances, thrive.

Richard also mentioned a tension that suggested concern with according all faculty
power and authority, as some work felt overwhelming: “How do I manage six to seven
different entities for the school while still being an instructional leader?” Not all pieces
were in place for the system to thrive. Some faculty seemed to lack authority and
commitment to shared ideals and practices. Systems features were in place but not all
faculty were part of systems; rather, an overall assessment would suggest that new
networks had come into existence but they were to some degree “fragmented” (Davis
et al. 2012). Yet Richard also noted that the Operations Team was “working to become
effective and efficient problem solvers,” that the school had setup a rotation for
afterschool coverage so “We all share the burden,” and the ILT will meet again soon,
all signs that power and authority had been shared and was being enacted, at least
somewhat.

Richard’s notes also alluded to stabilizing feedback, adjustments that enhanced
interactions in some newly formed networks without transforming the system. In the
first email this included “crunch[ing] the budget,” a means to allocate funds where
Richard felt they were most needed, a responsibility which could enrich specific
aspects of the JJS school “system” but would be unlikely to generate system trans-
formation. Likewise, Richard’s opportunities to evaluate teachers’ practice offered
opportunities to influence their practice and reinforce a shared sociocultural vision. In
the second note Richard alluded to the Operations Team’s effort to create an equitable
plan for after-school coverage in which “all share the burden.” Further, Richard
tweaked aspects of his work with parents, maintaining involvement with Parent
University but lowering expenses and requiring less support from JJS faculty. All of
these actions aimed to enrich systems interactions but not transform systems. They
targeted “technical” not “adaptive” challenges, matters that could be resolved by
expertise and attention.

As emergence unfolded as a continuous process new networks formed which
themselves continued to evolve and intertwine. In so doing, one can see all four
dimensions of the emergence process in the work being undertaken at JJS.

5 Conclusions

In general, Richard’s efforts to promote change at JJS seemed relatively successful. As
the emails suggest, Richard’s commitment to sharing power and authority with
teachers, to enact instructional leadership, and promote a common school vision have
led to the creation of something like a complex adaptive system that can endure and
grow in an urban school context but he did not have the full support from all faculty.
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Comments from a reading specialist at the end of Richard’s tenure highlight how JJS
embarked on the process of change as a continuous phenomenon:

It’s been a good and exciting year, and I think that we’ve had the freedom this year, because a
lot of other things that were previous challenges are less so, so that I can really dig really deep
on pedagogy and the academic work, and we’ve come to a lot of interesting conclusions, a lot of
interesting questions, and it’s sort of like that rabbit hole goes deeper and deeper and deeper
(May 24, 2016).

Given the work undertaken at JJS and the implications linked to continuous
emergence derived from the two emails, the following insights linked to systems
change seem relevant:

Challenges are opportunities. Disequilibrium often arises as challenges emerge. Yet challenges
also represent opportunities to reconceptualize one’s work and generate more satisfying and
effective outcomes. At JJS, Richard noted, “As a sole administrator, who has delegated some
leadership aspects of the school, life is difficult.” In a related vein, in the second note Richard
alluded to the creation of new committees. In both cases disequilibrium for Richard and others
emerged from the uncertainty and, to some measure, a lack of relational trust between Richard
and JJS faculty, pointing to two critical issues: Should Richard trust faculty with additional
authority and how much is appropriate? And when he did, what would they do with this new-
found power?

In seeking to address those challenges, evolve solutions don’t mandate them (Lewin
1999). This means going slower but doing so allows you to bring more people into the
process of change, thereby generating dialogue and enhancing relational trust—key
elements to successful change (Bryk and Schneider 2002). In the work at JJS, this would
be central to the process of Richard relinquishing power to faculty and their consequent
efforts to enact that power. The first step would be to relinquish some power, monitor the
consequences of such efforts, and then determine appropriate next steps.

In the process of evolving change, link change to a shared cultural vision. As a
system, the elements that make up school systems interrelate. Certainly, a school’s
cultural vision represents a critical aspect of the overall system, which will intertwine
with and emerge at multiple system levels, if the system is operating effectively. You
therefore will encounter many opportunities in varied systems contexts to draw out the
relevance of your shared vision. Don’t pass on any opportunity to do so because shared
values lay a foundation for subsequent change and for enacting those changes in ways
that maintain fidelity to the overarching vision. Summarizing the notion of “principal as
culture builder,” nearly 50 years ago Sarason (1971) wrote:

Life for everyone in a school is determined by ideas and values, and if these are not under
constant discussion and surveillance, the comforts of ritual replace the conflict and excitement
involved in growing and changing…. If the principal is not constantly confronting one’s self
and others, and if others cannot confront the principal with the world of competing ideas and
values shaping life in a school, he or she is an educational administrator and not an educational
leader (p. 177).

Finally, not all changes are created equal. Looking at the various manifestations of
emergence that arose at JJS reveals notable differences. For the purposes of under-
standing systems change it is useful to note that some matters were rather technical,
setting up a computer system for the PARCC exam, for instance. Time and technical
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expertise could address that concern. In contrast, faculty PD and newly created lead-
ership teams represented efforts where people enacted power in new and different ways,
and would therefore benefit if guided by a shared sociocultural vision, one in which
practices, policies, beliefs, and values aligned to promote outcomes linked to that
vision. This would mean that attention would need to be directed toward promoting
specific values, practices and beliefs that would encourage actions on the part of JJS
faculty and staff that aligned with this vision.
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Abstract. ‘There’s no art to find the mind’s construction in the face,’
wrote Shakespeare, but trying to infer what someone is really thinking
is arguably the essence of interaction between cognitive agents. Turning
this into a computational model is challenging, but one possible approach
to infer mental models from linguistic expression is to look at patterns of
lexical associations. Assuming that written language reflects conceptual
associations in the writer’s mind, we have previously shown differences
in the patterns of lexical association between creative and non-creative
writing. In this paper, we apply the same approach to news reports from
individual media sources over the same period, with the goal of looking
for differential associative patterns. The underlying assumption is that
the associative patterns of a media source will reflect its “mind” and
“personality,” i.e., specific styles, preferences, or biases, just as they do
for individuals.

Keywords: Cognitive · Graph theory · Machine learning

1 Introduction

How is news reported? The answer often is that it depends on which media
reported the news, despite it being the same piece of news. This is partly because
the topic of the news story itself largely determines where people go to learn
about the underlying events and the path they take to get there [8]. Typically,
people do not simply rely on a few primary sources for their news, but tend to
follow a suite of media feeds (includes RSS, podcasts etc.) – often with a similar
inclination.

The study of the news content can reveal interesting characteristics of any
media’s mindset and allow them to be compared to each other. Analysis of
news content has been a central focus for media scholars, political scientists,
sociologists and historians. The availability of on-line news makes it possible to
analyze it on a large scale using methods developed in the fields of Web intelli-
gence, data mining and machine learning. The issues that news content analysis
tries to address include identification of salient topics, summarization of stories,
extraction of opinions, construction of semantic networks, and characterization
of news reports in terms of bias. These are also the motivating issues for our
research.
c© Springer Nature Switzerland AG 2018
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This paper describes a framework which consists of two systems that we have
previously developed: IONA [10] and ALAN [4,5,7,9]. IONA (Intelligent On-line
News Analysis) uses an iterative form of latent Dirichlet allocation (LDA) for the
analysis of online corpora with large numbers of small news documents, extract-
ing the summary of news stories from RSS feeds and capturing the potential
biases of media sources. ALAN (Analysis of Lexical Association Networks) is a
statistical framework for building lexical association networks from text corpora
and analyzing them in terms of their network properties. We have previously
applied this approach to analyzing the writings of poets and authors to assess
their associative styles. Here, we consider different media sources to be cognitive
agents, and analyze the corpora of their reports to characterize their “mindsets”
in a comparative fashion.

The work we describe has two main goals: (1) Comparing the network prop-
erties and reporting preferences of different media sources for the same time
period, (2) Comparing the network properties and reporting preferences of the
same media source at different time periods, especially where similar events have
happened in the time periods. This allows us to observe the evolution of poten-
tial biases in a single media source’s mindset on the same topic over time, and
also to characterize how different media sources choose to report the same news.

2 Related Work

Currently, several research and commercial systems are available for analyzing
and clustering textual news in order to gain insight from it. The methods under-
lying these systems range from purely statistical to graphical models. These
models typically provide information that must be interpreted and organized
further by a human user. For example, WEIS [11] and CAMEO [6] are both
systems that use event analysis, i.e. they rely on expert-generated dictionaries
of terms with associated weights, and parse the text to match the words from the
news event to those in the dictionary. They can then categorize the information
into a set of expert-defined categories with respect to sentiment intensity val-
ues. Other systems, such as Oasys2.0 [3] use a construct called opinion analysis,
which depends on user feedback rather than on experts in order to determine the
intensity value of an opinion. The Oasys2.0 approach is based on aggregation of
individual positive and negative references identified [1].

3 Methods

We have been collecting and building an extensive database covering many online
world-wide news media sources through their English-version RSS feeds to test
our analysis approach. We collect all news articles from these media sources
round-the-clock at specific time intervals and store the data organized by media
source. The news is aggregated at the end of every month and stored in a
database as shown in Fig. 1.
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Fig. 1. RSS news harvesting in IONA.

IONA uses LDA, an unsupervised generative algorithm, to discover latent
topics in text corpora [2]. It is based on the postulate that every document is
a mixture of latent topics, where each topic is a multinomial distribution over
the vocabulary of the corpus. In its original form, LDA requires the user to
choose the desired number of latent topics in the corpus. IONA’s improvement
on this restriction is a heuristic that uses a feedback-loop that builds lexical
motifs from the output of LDA, and combines them into evolving motif chains
until a threshold is reached. That heuristic results in: (1) Creating semantically
coherent super-motifs that self-organize into clusters representing relevant latent
stories, and (2) Tagging of the corpus’ documents using the latent stories that
were discovered in step 1. ALAN is a tool for extracting and processing text
from different sources, constructing several types of lexical association networks
(LANs), and computing statistical and network metrics for these. Several mea-
sures of word association can be used in ALAN, including joint (co-occurrence)
probability, correlation coefficient, log odds ratio, and pointwise mutual infor-
mation (PMI), all defined relative to RSS story as the unit [4,5,7,9]. Network
metrics generated include mean shortest path length, degree, clustering coeffi-
cient, and various centralities – calculated at both the node and network level.

The combined framework first constructs story-graphs from a news corpus
using IONA. The documents from which these stories came are tagged as relevant
and the rest of the reports are removed. This filtered corpus of reports is then
fed into ALAN, which computes associations between words in all the stories.
These associations are then mapped back to the original story graphs to label
the associations in each story with a strength value that can be used to analyze
the news source’s reporting preferences and biases.

4 Experiments

To test our results, we chose an event that has occurred twice in recent years:
Reported chemical weapons attacks on civilians allegedly by the Syrian govern-
ment in August 2013 and April 2018. The news regarding both chemical attacks
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was covered by all world media and we chose to test this event in our framework
to see what we can discern, especially regarding the aftermath of each event.
The media sources we chose were the BBC, CBS, France 24, Jerusalem Post
and Reuters. We ran IONA for these two one month periods and picked up all
the main stories during these two time periods – including both events in Syria.
The important point is that, for each reporting period, all media sources were
confronting the same world events, so the differences and similarities in their
reporting – which words they emphasized or ignored, which words they asso-
ciated strongly or weakly, etc. – can be used to analyze how each news source
chose to place and report their story.

Figures 2 and 3 show the reports on the 2013 Ghouta event by the Jerusalem
Post and the BBC respectively. Each graph is a selection of subgraphs from the
story graph repertoire of the respective source from this period. Subgraphs that
used at least one term associated with the Syria story were included. The weight
on an edge from word j to i indicates the conditional probability of i occurring
in a window of text that contains j. These probabilities are supplied by ALAN.
Words emphasized by a double border indicate that they were among the top
ten words (by frequency) for that media source in the reporting period.

Fig. 2. The Jerusalem Post’s coverage of the chemical attacks in Syria for 2013 and
2018

Our first analysis shows that the Jerusalem Post’s telling of the Ghouta story
is much more vigorous than that of the BBC, in a way that connects many more
words to the overall story in addition to spawning smaller independent stories
that are also relevant (not shown). The BBC’s Ghouta story shared elements
with the Yemen story and was generally vague in comparison to the Jerusalem
Post. But that changes for the next analysis when we look at the their cover-
age for the later Douma attack: the story-graphs interestingly are much more
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Fig. 3. The BBC’s coverage of the chemical attacks in Syria for 2013 and 2018

coherent with the main story agglomerating more words in a more cohesive net-
work. This is evident from words such as Iran being pulled into the overall Syria
chemical attack story. It is interesting to note that the Douma story reported
by the BBC is centered significantly on President Trump – presumably because
his response to the attack was a major concern in the UK.

To assess how much significance each source gave to the stories, we calculate
two metrics:

1. The Relative Word Count is the ratio of the number of unique words associ-
ated with the story divided by the total number of unique words in all stories
from that source for the period.

2. The Relative Story Weight is the ratio of the summed frequencies of unique
words associated with the story divided by the summed frequencies of unique
words in all stories from that source for the period.

Looking at these metrics for both attacks shown in Table 1, we can see that
CBS has increased its interest in this topic, Reuters increased slightly, while the
other media sources maintained their significance levels.

Looking at the network metrics for significant words using the joint proba-
bility for the BBC (Table 2) and for the Jerusalem Post (Table 3) we see that
the numbers tell of a much larger overall shift for BBC than the other news
media, and a small change for Jerusalem Post. This suggests that, while the
reporting style of the BBC seems to have evolved, those of the other media have
remained stable. An interesting observation is that the name of the town in the
first chemical attack (Ghouta) did not even show up in the metrics in the 2013
report, but 5 years later, both town names involved in the attacks were present,
showing that news reports were referencing the previous attack and therefore
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Table 1. Analysis of the alleged Syrian chemical attack in Ghouta (2013) and Douma
(2018) individual story from the overall stories for all 5 media sources

Syria chemical attacks story graphs analysis

Relative word count Relative story weight

2013 BBC 0.0677 0.11

CBS 0.0617 0.19

France 24 0.0141 0.0630

Jerusalem Post 0.071 0.274

Reuters 0.017 0.077

2018 BBC 0.0574 0.095

CBS 0.1272 0.6998

France 24 0.0317 0.0544

Jerusalem Post 0.06 0.2346

Reuters 0.142 0.142

adding the older story to the narrative. It should be noted that this analysis
uses only RSS feeds, which are very brief on-line reports. The name of ‘Ghouta’
was used widely in longer media reports, but they are not part of our dataset.

Table 2. Network metrics from the Joint Probability associations of the BBC for the
chemical attacks in Syria stories

Finally we show the top 10 words from BBC, Jerusalem Post and France
24 for the covered period (Table 4). These are the top words across all sto-
ries, not just the Syria attack stories, and the comparison is telling. All three
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Table 3. Network metrics from the Joint Probability associations of the Jerusalem
Post for the chemical attacks in Syria stories

Table 4. The top 10 words from BBC, Jerusalem Post and France 24 for both time
periods

Freq. BBC Jerusalem Post France 24

August 2013 April 2018 August 2013 April 2018 August 2013 April 2018

1 News Games Syria Syria France President

2 World Common wealth Syrian Iran French French

3 Day Women Assad Trump Syria France

4 Killed World Attack Israel President Trump

5 Attack Trump Report Syrian Country Killed

6 New First Leader Iranian Government Macron

7 Hours Win Chemical Chemical Egypt Syria

8 People President Strike Attack New New

9 August New Response Strikes Friday Strikes

10 Pictures Syria Obama Reported Killed State

sources mention the attacks, but the news is clearly of less significance for the
BBC, somewhat greater significance for France 24, and of major concern for the
Jerusalem Post – which is natural, considering the geography and history of the
sources. It is also interesting to note that Iran appears as a significant word in
the April 2018 Jerusalem Post reports, but not in those of the BBC and France
24. And, as the story graph for the Jerusalem Post story shows, that source links
Iran to the attack – something that is not seen in the other two sources.
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5 Conclusion

We have demonstrated an interesting and promising framework that can poten-
tially be used for the comparative analysis of different media to understand their
styles, preferences, emphases, and biases. Almost all of the process is fully auto-
mated, which means that it can be used for real-time analysis of many media
sources on a large scale.
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Abstract. In 2008, there was a turning point in the history of electoral cam-
paigns, the first presidential campaign of Barack Obama was the beginning of
policy 2.0. Obama’s campaign team demonstrated the power and influence in
modern society, of the social-digital networks and diverse platforms such as
Google, YouTube, Twitter, instant messaging and websites, included in what is
called information technologies and communication (ICT). Ten years after that
mythical election, a new paradigm becomes more evident. They are the 4.0
networks which will interconnect almost everything to the internet, within this
new dynamic, the social networks are also evolving, today it is not just about
uploading or viewing content, but to interact and thereby generate broadcast
networks. Within the spectrum of social media, there is one that has become, in
the cornerstone of modern communication. Facebook is the most important
social network at international level, its evolution has been vertiginous, and it
went from being a network among friends, to become an indispensable adver-
tising platform in the world of digital marketing, to such a degree that it has
positioned itself as the second medium, recipient of advertising spending, just
below Google. Facebook is a multiplatform, where you can find applications,
games and pages known as “fanpages”, these websites represent, for companies,
political parties, public figures and for governmental and civil organizations, a
virtual system of social interaction. When users comment on a publication,
discussion or debate networks can be generated among users, increasing the
organic scope of the publication. The present investigation will focus on ana-
lyzing the structure of the networks that generate the likes in the comments
made, within the fanpages of the presidential candidates in Mexico, who have
positioned themselves as leaders in most of the electoral polls, for the presidency
from Mexico. The set of data and information obtained as: degree of interac-
tions, reactions, discussion, debate, support, comments and responses, can be
called “neo social interaction”. This result will serve to have an alternative
vision, about the popularity, from the point of view of the interactions in their
fanpages, taking into account that Facebook has positioned itself as the most
influential medium for obtaining political and electoral information.
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1 Introduction

The interaction between users of social-digital network platforms such as Facebook,
generates complex systems, which are structured in free-scale networks [1]. A set of
nodes and links are called network that represent the interaction or interconnection
between the elements of the set. Most of the basic studies of social networks focus on
determining the centrality, influence and connectivity of the nodes in a network [2].
Social interaction on Facebook can be represented by networks, where users are nodes,
and the type of interaction (likes, comments or reactions) among users is shown as links
or edges.

If a Facebook user reacts, comments or shares a post, it is likely that their friends
can see and interact with the post; this in turn creates new interactions, thus generating
organic viral interaction-diffusion networks, which can form cascades of more than two
degrees of separation [3]. Sharing a publication is the action of greater engagement
with a publication, it means that a user is totally in agreement and takes the publication
as its own. The set of interactions, reactions, sharing or comments generated by the
publications in the social-digital networks, such as Facebook, is proposed to be called
social neointeraction. Facebook’s fanpages have become the new mass medium, for
marketing and for all areas of society in general. This platform offers various appli-
cations and tools, for the management and maximum use, within the area of digital
marketing. According to the ZentihMedia ranking, Facebook is the medium that has
grown the most in recent years, in terms of advertising revenue, ranking second in the
ranking of 2017, second only to Google. Between Google and Facebook, 20% of
advertising spending is concentrated globally. In politics, the power of influence of the
networks of friends on Facebook, to make the decision to go to vote, is largely due to
strong ties, which represent about 7% of friends or contacts of each user [4].

Within social media platforms, Facebook has become a fundamental axis in
political campaigns, through electoral marketing [5]. Currently, virtually all candidates
have a fanpage on Facebook. Mexico is currently experiencing a historic electoral
contest, for the first time a candidate identified with the policies of the left, is leading
almost all the polls. This race has been divided into three stages: Pre-campaign
(December 14, 2017 to February 11, 2018). Inter-campaign (from February 12 to
March 29, 2018) and the Campaign (from March 30 to June 28, 2018). For the
coalition between the “Institutional Revolutionary Party” (PRI, by its initials in
Spanish), “Green Party” (PVEM, by its initials in Spanish) and the “New Alliance
Party” (PANAL, by its initials in Spanish) is headed by José Antonio Meade Kuribreña
(MEADE). For the coalition between the National Regeneration Movement Party
(MORENA, by its initials in Spanish), the Social Encounter Party (PES, by its initials
in Spanish) and the Labor Party (PT, by its initials in Spanish), Andrés Manuel López
Obrador (AMLO) is in charge. For the coalition between the National Action Party
(PAN, by its initials in Spanish), Citizen Movement (MC, by its initials in Spanish) and
the Party of the Democratic Revolution (PRD, by its initials in Spanish), is headed by
Ricardo Anaya Cortes (ANAYA). Independent candidates stand out Margarita Zavala
(ZAVALA) and Jaime Rodriguez Calderón. (BRONCO) The vote to elect the next
president of Mexico will be held on July 1, 2018.
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1.1 Purpose

This research aims to obtain the networks generated by candidates for the presidency of
Mexico, from their fanpages on Facebook, in the period called pre-campaign. From the
obtained networks the structure will be analyzed, from the distribution of the degree of
each node, its trend and its equation will be obtained, in addition to the network
metrics. In previous studies, network metrics have been correlated with the vote
obtained, this in electoral processes for governor in Mexico [6].

This research integrates the quantification and qualification of the likes in the
comments in the fanpages of the politicians, who aspire to the presidency of Mexico.
The metrics of the structure of the network, the type of interaction and the feeling of the
comments, together represent the “social neointeraction” that is generated in a fanpage.
This information is a complement to the prospection of popularity and the intention to
vote that candidates can reach. Within the network metrics, the centrality, intermedi-
ation and influence of the nodes in the network will be analyzed, which are of vital
importance, in order to know the topology. Other measures, such as the average
shortest path length, are used to observe the efficiency of the transmission of infor-
mation or published content [7]. The dynamics of social influence have been changing
since the 1980s, thanks to greater social interconnection via the internet and social
media, the party bias has been decreasing and there has been a growing independence
in electoral behavior [8].

2 Neointeraction Networks on Facebook

Internet users who have registered their profile on Facebook, have a wide diversity, to
perform actions and interactions between their network of contacts or friends, likewise
can be “fans” (followers) of various fanpages. In a Facebook fanpage you can publish a
variety of content, text, photos, videos, external links and also applications. When a
user comments on these publications, which can be supportive (positive) or against
(negative) or neutral. Comments can generate “threads”, since other users or followers
can respond to comments and create a conversation or discussion, while other users can
react to comments, with a like, or an emoticon. These actions originate networks with
free-scale characteristics [9], with a greater power of interaction-diffusion, since the
friends of the users who interacted could see these actions reflected in their news feed.

Of the networks generated by this interaction, two equations can be obtained: The
first is the network equation, which reflects the distribution of the nodes and their
degree. The second equation, represents the viral equation that represents the likes that
managed to generate the comments. Social neointeraction networks on Facebook, can
reach to form three zones. The first is the zone of direct likes (Reacted post), are those
users or followers of the fanpage that only give like to the publications, this type of
reaction is located within the first level of interaction-social diffusion, since only some
of your friends or contacts will see this action. The second zone, and of greater
relevance are the comments, which the users make to the publications, since this action
can be seen by more friends or contacts, increasing the diffusion of the publication. The
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third zone is made up of the reactions through likes or emoticons to said comments, this
area is called in this research viral reaction (see Fig. 1).

3 Methodology

The NodeXL software was used, to obtain a sample of the interactions between the
comments and the likes of each fanpage analyzed, the sampling period was from January
21 to January 23, 2018. The metrics were calculated using the Gephi software. The
visualization of the data obtained was done using the YiFanHu algorithm [10]. The
network metrics, such as centrality and structure [11, 12] of the analyzed fanpages, can
offer greater clarity of the structure and dynamics of viral interaction-diffusion of social
networks [13].

The distribution of the degree of the nodes of the sampled networks has the form of
the distribution of the power law, a distinctive feature of complex systems, which is
represented in this research by the following nomenclature of the network equation:

Nk ¼ Ck�c ð1Þ

Where:
Nk = Nodes of the network with “k” links.
C = Constant of the equation.
k = Number of links (degree) of the nodes.
�c = Coefficient of the network equation.

Fig. 1. Social neointeraccion network on Facebook. The different zones of the network are
defined, as well as the equations of the structure.
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To measure the power of the viral reaction, it is proposed to use the following
equation:

VE ¼ A Sð Þ�f ð2Þ

Where:
VE = Equation of the viral reaction (sub-likes).
A = Constant of the equation.
S = Comments with Sub-likes.
-f = Network viral equation coefficient.

For the qualification of the viral sentiment (%), it is proposed to weigh the com-
ments, cataloging into two categories: Positive comments towards the candidate will be
given a value of one, and negative or neutral comments a value of zero.

The formula proposed for the qualification of the comments, will be called “viral
sentiment” (1v).

1v ¼
Pn

i¼1 Lið Þ Si 1 or 0½ �ð Þf gPn
i¼1 Li

100ð Þ ð3Þ

Where:
Li = Number of sublikes that generated the comments analyzed.
S [1 or 0] = Sentiment of the comment analyzed, if it is positive its value will be one

(1), if it is negative or neutral it will be zero (0).
n = Number of comments analyzed.

4 Results

The network graphs of each fanpage show clear differences between the structures of
social neointeraction developed. ANAYA, MEADE and AMLO present networks with
viral reaction zones, but in the AMLO network, the communities have a larger number
of users and a structure of more free-scale interconnection (See Fig. 2).

The results of the network metrics show that the AMLO network had a higher
average path length, this type of metric can indicate in the case of a fanpage network,
the scope of a publication. Another relevant metric was the modularity index, almost all
of them were below .5, but not that of AMLO, which achieved a modularity index of
.615, this metric indicates the strength of the communities created. In the EigenVector
metric, the highest value was obtained by the BRONCO fanpage, which was one of the
candidates with the highest negative viral feeling index. While in the clustering metric
it was the ANAYA fanpage that reached an index of 0.439, this metric is an indicative
of the interconnection force of neighboring nodes. The coefficient of the network
equation (power law) is used to define a complex system, this coefficient must have a

410 C. A. J. Zarate



value between −2 and −3, the result of this research (Table 1) shows that only the
network coefficients, the fanpages of AMLO and ANAYA are greater than −1.

In Table 2, we can see the type of interaction that users did in the fanpages of the
candidates for the presidency of Mexico.

The results of the fanpage’s viral equations showed that the AMLO fanpage
obtained the highest percentage of “liked comment”, in addition to its viral equation
coefficient greater than −1, with a positive viral sentiment of 95%. AMLO also
achieved the highest average path length of the network, this metric is an indication of
the viral power of diffusion or interaction, in the modularity metric was the fanpage that
obtained a higher index.

Fig. 2. Fanpages networks on Facebook, of the presidential candidates. Mexico 2018.

Table 1. Network metrics, from the fanpages on Facebook of the presidential candidates.
Mexico 2018.

ZAVALA MEADE AMLO BRONCO ANAYA

Network
equation

Nk = (1506.8)
k−0.902

Nk = (5400)
k−0.988

Nk = (3177.7)
k−1.183

Nk = (2914.4)
k−0.698

Nk = (1884.6)
k−1.102

Nodes 2341 7851 5037 8035 2935
Edges 6264 18823 8733 18365 5207
Avg. Degree 2.676 2.398 1.734 2.286 3.548
Network
diameter

13 15 33 24 4

Avg. Path
Length

3.636 5.103 9.96 3.288 2.639

Graph density 0.001 0 0 0 0
Modularity 0.115 0.427 0.615 0.307 0.558
Eigenvector
centrality

0.04427 0.00678 0.0062 0.11609 0.06505

Avg. Clustering
coefficient

0.108 0.071 0.049 0.128 0.439
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The viral sentiment measurements of the ZAVALA and ANAYA networks gave
100% positive sentiment results, but these results have a low impact, according to the
viral equation of their fanpages.

The fanpage of ZAVALA was the one that obtained more “direct likes” (Reacted
Post), this type of reaction has a low degree of social interaction.

5 Discussion and Conclusion

Social networks such as Facebook have become the main source of news in the United
States of America; In the case of Mexico, according to the recent study titled “The
habits of Mexican Internet users”, of the Internet Association, 92% of users, seek
information about electoral processes, and 97% of users do so through social networks,
among which Facebook stands out first with 95%. This research focused on the social
neointeraction networks, which are developed once the users, react to the comments in
the publications of the fanpages, of the candidates for the presidency of Mexico. Of the
analyzed networks, the one with the highest coefficient, in the distribution of the degree
of the nodes, was the candidate of the coalition MORENA-PT-PES, Andrés Manuel
López Obrador (AMLO), with a coefficient of the equation of the network �c ¼ 1:183.
AMLO also obtained the highest viral equation coefficient of −f = 1,265. The results
of both coefficients can give us an overview of the dynamics and social structures that
originate in Facebook fanpages. And although both coefficients are not in the char-
acteristic range of complex systems, they can be a reference for the complex networks
generated in the sociopolitical dynamics. This research proposes that if a fanpage of
some candidate in political campaign, has the following values (−c > 1) and (−f > 1),
it is considered a complex sociopolitical system of interaction-diffusion viral on
Facebook. Several electoral polls indicate that López Obrador (AMLO) is the candidate

Table 2. Interaction of the users in the fanpages of the presidential candidates. Mexico 2018.

ZAVALA MEADE AMLO BRONCO ANAYA

Liked comment 38.83% 47.90% 56.19% 34.79% 42.85%
Viral equation (sub-
likes)

VE = 223
(S)−0.78

VE = 1493
(S)−0.992

VE = 2058
(S)−1.265

VE = 278
(S)−0.73

VE = 385
(S)−0.973

Positive viral
sentiment

100% 18% 95% 17% 100%

Negative/Neutral viral
sentiment

0% 82% 5% 83% 0%

Reacted post 25.05% 15.06% 11.18% 22.15% 21.47%
Commented coment 9.56% 10.16% 11.59% 9.90% 15.38%
Consecutive
commenter

18.74% 17.22% 11.34% 22.93% 14.19%

Commented post 6.90% 8.79% 9.25% 9.24% 4.90%
Tagged 0.61% 0.68% 0.44% 0.90% 0.63%
Shared 0.32% 0.19% 0.02% 0.09% 0.08%
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with the greatest intention to vote [14]. It can be concluded according to the data
obtained that we, that AMLO, is the candidate that causes the social neointeraction,
with the greatest positive viral impact on the Facebook fanpages of the presidential
candidates in Mexico.
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Abstract. Discrepancies in sentiment between urban and rural commu-
nities represent a divide which has garnered much media attention yet so
far has yielded little research or analysis. In this research, we use senti-
ment analysis to parse tweets in order to reveal the mood of each demo-
graphic group when discussing specific topics. We expose this method
through a publicly accessible web application for sentiment tracking.
Users are able to track specific keywords on Twitter in order to collect
data at different scales, filtering by country, state, or even neighborhood.
Using this tool, we find that across a broad range of topics generally
believed to be polarizing, urban and rural groups actually express very
similar sentiment scores. These results suggest that even though two
demographic groups might hold completely opposite views on an issue,
there is usually a certain symmetry in the emotion that both groups
bring to the discourse.

Keywords: Sentiment analysis · Urban-rural divide · NLP

1 Introduction

Sentiment analysis is a form of natural language processing that can be employed
to analyze the content of individual messages in large data sets, such as those
gathered from social media. A common strategy involves comparing the indi-
vidual words contained in a message against an index of frequently occurring
keywords, where each keyword has been scored for psychological valence, corre-
sponding to perceived negativity or positivity.

While there is a likelihood that the sentiment score of an individual text
sample might be misleading (e.g. due to double negatives or unusual grammar
structures) [21], sentiment scores are averaged over large numbers of text sam-
ples, from which trends can be detected and tested for significance. Mitchell et al.
provide the analogy of taking the temperature in a room; the motion of a few
particles cannot be expected to represent much of anything. However, an aver-
age over a sufficiently large collection of particles ultimately defines a durable
quantity [19].
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Previous work has used Twitter as a platform for accessing text samples that
can be analyzed for sentiment. However, much of this work has dealt with static
data sets [8] and focused mostly on general sentiment (mood), as opposed to
querying sentiment related to a specific keyword. If there was a tool with which
media outlets or social scientists could readily acquire data regarding sentiment
related to specific keywords, they could better understand how an audience feels
about a particular topic. If this was extended via demographic information asso-
ciated with the text samples, they could study how specific communities feel
about certain topics. For example, the perceived differences between urban and
rural populations is a topic frequently highlighted by the media, so much so
that it is often referred to as “the urban-rural divide”. While there have been
reports and polls that attempt to quantify and explain the widening cultural
rift, there is little research concerning discrepancies in sentiment between urban
and non-urban communities.

In this paper, we present a web application that addresses the need for a
readily-accessible keyword-specific sentiment analysis tool. The utility of this
tool is then evaluated, first through an analysis of accumulated (static) data in
order to establish a baseline of sentiment differences between urban and rural
populations. Finally, we use the application to track trending keywords in real-
time and discuss the findings.

2 Background

Prior work in Natural Language Processing has used Twitter as a platform from
which to mine data, likely due to its limited restrictions on data collection and its
emphasis on short text samples (as opposed to other social media platforms that
emphasize imagery or mixed-media) [5,8,24]. Recent studies using curated static
data sets have combined sentiment analysis and mapping to examine geospatial
and temporal trends at urban scales. França, et al. utilized tweets collected from
the greater New York City area over a four month period to examine patterns
of weekly activity, relating the collective geographical and temporal patterns of
Twitter usage to urban activities [8]. Cao et al. analyzed tweets collected over
the course of a year in the state of Massachusetts, examining sentiment relative
to land use classification (e.g. commercial, farmland, industrial, residential), in
an effort to investigate the holistic influence of land use and time period on
public sentiment [5]. Roberts et al. utilized tweets collected over the course of a
year from 60 urban green spaces in Birmingham, UK, analyzing the spatial and
temporal patterns of individuals’ emotions as they used these spaces typically
considered valuable to urban populations in terms of mental and emotional well-
being [23]. In addition to utilizing preobtained data sets collected over several
months to a year, these studies are concerned with general sentiment as opposed
to sentiment related to a particular topic.

Other studies have explored real-time data collection from Twitter in cor-
relation to current events such as natural disasters [3,24], disease surveillance
[16], and elections [11,28]. However, only the study by Wang et al. is concerned
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with sentiment analysis, providing a tool for real-time analysis of public senti-
ment toward presidential candidates in the 2012 U.S. election. This tool does
filter the Twitter stream via keyword and could be extended to subjects other
than elections; however, it does not provide any user-interface functionality for
tracking different keywords and lacks a geospatial component.

Tsou et al. provide a robust interactive application, including real-time dis-
play of geolocated tweets within a target area as well as spatial, text, and tem-
poral search functions [26]. Similarly, there are some commercial web products
that allow for users to map tweets by keyword and location [1,2]. However, none
of these applications provide sentiment analysis, nor do they provide users any
means of understanding demographic trends such as the urban-rural divide.

Previous studies have sought to shed light on the urban-rural divide across
a number of metrics, including happiness/well-being levels [4], education levels
[15], obesity rates [14] and gun violence [17]. Meanwhile, the 2016 presiden-
tial election has brought renewed attention to the urban-rural divide, as voter
data was more polarized along urban-rural lines than in other recent elections
[9,27]. Though not strictly related to the urban-rural divide, a couple of aca-
demic studies compare urban areas with larger populations versus those with
smaller populations. Hollander and Renski found that sentiment in declining
cities does not differ in a statistically significant manner from stable and grow-
ing cities, suggesting that real opportunities exist to better understand urban
attitudes through sentiment analysis of Twitter data [12]. Mitchell et al. look
at happiness in different urban areas, comparing sentiment analysis results with
other indicators of well-being [19]. They found that areas with higher numbers
of tweets per capita tend to have less positive sentiment overall.

3 Methodology

In the pursuit of the objective of uncovering differences in sentiment between
two demographics, we developed an application that filters live tweets by specific
keyword(s) and geographic location (Fig. 1). The possible applications of such
a visual analytics tool are many, from surveying political opinions, to market
research, to identifying factors in the built environment that impact quality of
life enough to merit an emotional response.

Only tweets containing user-supplied geolocation (which can be less than 1%
of the feed) are retained. While the Twitter API makes it possible to default to
the location contained in the user’s profile, this information is often unreliable or
incomplete. For our purposes, acceptable tweets must have location information
that allows for making a determination of urban or rural status. The “place
type” attribute must equal “city” as opposed to “admin”, which only contains
the State and Country. Tweets that contain a “city” level of location data detail
can then be separated into urban and rural categories.

Tweets are then cross-referenced against a list of cities with population over
50,000 to determine if the tweet came from an urban or non-urban area, in
keeping with the US Census Bureau’s definition of urban areas [22]. While there
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Fig. 1. The web application contains an input field for keyword(s) to be tracked. Once
the user clicks submit, all tweets within the bounding box of the continental US are
analyzed for sentiment and categorized as urban or rural. Visualizations show the
geographic location of the tweet, as well as a running average of sentiment scores. Users
are able to compile and download the collected data at any point. The application is
available at https://keyword-sentiment-map.herokuapp.com

remains continuous debate over an adequate population size threshold between
rural and urban places, it remains a standard to apply the threshold of 50,000 [6].

Finally, each tweet is assigned a sentiment score using the node.js Sentiment
package [25], which determines a score based on the number of tokens contained
in the text. A token is defined as any word or emoji. Each token is analyzed
for sentiment using either Emoji Sentiment Ranking [20] or the AFINN-165
wordlist (a list of English words rated for psychological valence with an integer
in the range [−5, 5]). Most words in typical written English do not appear on
the wordlist and therefore receive a score of zero. The score for all tokens is
summed for a cumulative sentiment score. Finally, the cumulative sentiment
score is divided by the number of tokens, yielding the comparative score. While
the comparative score has a theoretical range of [−5, 5], in practice most text
samples receive a score in the range of [−1, 1]. This is a more balanced metric
than the cumulative score as it is not biased by the length of the text, and was
the primary metric used for this study. Using a library provided by De Smedt
and Daelemans [7], we also recorded a polarity score and subjectivity score for
each tweet, which is used for further insight.

Any study relying on Twitter should take into account that social media data
cannot be considered a truly random sample of the population; some demograph-
ics may be underrepresented, especially those with limited access to smartphones
and computers, as well as those whose use of social media is limited by socioe-
conomic, linguistic and cultural factors [12]. In 2016 the Pew Research Center
found that only 24% of all online adults in the U.S (21% of all Americans) use
Twitter [10]. A closer look reveals that 36% of online adults between the ages
18–29 use the platform, compared with only 10% of those 65 and over [10].

https://keyword-sentiment-map.herokuapp.com
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However, it is also worth noting that other disparities have mitigated with time.
For example, in the past researchers have found evidence that most Twitter users
were likely to be male and live in densely populated areas [18]; however, Pew’s
latest study reports that now 25% of adult women online use Twitter compared
to 24% of adult men. Likewise, the gap narrowed between online adult users in
urban and rural areas to only 26% and 24%, respectively [10].

4 Accumulated Data

In order to establish a baseline understanding of sentiment differences between
urban and rural populations, we first looked at accumulated static data. A data
set was compiled from tweets within the continental United States, filtering for
only geolocated tweets, over the course of April 21st–26th, 2018. Ultimately
a collection of one million tweets, randomly sampled from this time period,
were used to establish a baseline. While a number of open-source collections
of Twitter data contain more than one million tweets, they are typically not
filtered for geolocated data and therefore have far fewer than one million usable
data points. Furthermore, many available data sets were collected by tracking
particular keywords, and therefore represent a less accurate representation of
dialogue on Twitter than a random sampling method. Of all tweets collected,
40.0% were rural while 60.0% were urban. The comparative sentiment score
revealed only a marginal difference between average urban (0.040) and rural
(0.044) sentiments. The results of the pattern.en library found that there was
no significant difference in polarity or subjectivity between the urban and rural
samples [20].

We then compiled a list of 130 keywords using the Washington Post-Kaiser
Family Foundation poll on urban and rural America as a guide [9]. The keywords
cover dimensions of politics, economy, religion, education, sports and leisure.
Then, for each keyword, all tweets containing that keyword (including sub-string
matches) were extracted from the collection of one million tweets, analyzed for
sentiment and categorized as either urban or rural. The number of extracted
tweets depends on the frequency of the appearance of the keyword, and ranged
from 251 tweets for the keyword climate to 39,636 tweets for the keyword job.
Finally, for each keyword, the sentiment score distributions for the two data sets
were compared for statistical significance.

For each keyword, we adopt the null hypothesis that both samples are drawn
from the same underlying distribution function. The hypothesis is evaluated
using the Kolmogorov-Smirnov test (KS test)

Dn,m = max
x

|F1,n(x) − F2,m(x)| (1)

where where F1,n(x) and F2,m(x) are the empirical distribution functions for
the two samples. At α = 0.005, for each keyword the null hypothesis is rejected
when

Dn,m > 1.73

√
n + m

nm
(2)
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where m and n are the respective sample sizes [13].
Of the 130 keywords evaluated, only 10 revealed a significant difference

between their sentiment distributions: prayer, god, bible, bless, family,
safe, news, america, city, and past, all of which revealed a higher senti-
ment from rural samples. Figure 2 shows some of the more interesting results.
The majority of keywords revealed similar distributions for both groups. The
values of polarity and subjectivity, though not the primary metric of this study,
were observed to loosely correlate with the comparative sentiment score; while
most of the 130 keywords showed no difference in polarity or subjectivity, the 10
words that revealed a significant difference in sentiment also showed a significant
difference in both polarity and subjectivity.

Fig. 2. Plot of the distributions of sentiment for given keywords between urban and
rural populations. The y-axis shows a range in comparative sentiment scores from
negative to positive, where 0 represents neutral sentiment.

Rural sentiments for messages containing the words god, bible, bless or
prayer were more positive than urban sentiments. Other keywords associated
with the Christian faith (christ, christian, jesus) were found to be more pos-
itive among rural tweets, but not significantly so. Keywords specifically related
to Islam or Judaism revealed no significant differences.

Sentiments for keywords related to political figures such as trump or clin-
ton were similar between both groups. More general terms such as democrat,
republican, liberal, conservative, government and politic* all failed
to reveal significant differences. The keywords economy and cost averaged
more positive for the urban sample, though not significantly so. Little difference
was found between rural and urban samples for other keywords related to the
economy (tax, jobs, work, poor, rich), as well as for keywords related to
immigration, crime, climate, gun control, sports, and media outlets.

5 Real-Time Data

The interface that was developed also allows for real-time data collection and
analysis. This would enable a journalist, researcher or student to filter tweets
and track sentiment in real-time, as it relates to unfolding events. For example,
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we observed from the accumulated data that keywords related to religion were
among the most likely to reveal a divide between rural and urban sentiments.
With this in mind, a journalist may seek to understand the variation in sentiment
over the course of the National Day of Prayer, which was observed on May 3rd,
2018. While #NationalDayOfPrayer became a top trending keyword for this
date, it was largely absent from the accumulated data. However, the accumulated
data for the keyword prayer indicates that a reasonable expectation would be
an average urban sentiment score of 0.05 and an average rural sentiment score
of 0.18.

Fig. 3. Average comparative sentiment scores over time for #NationalDayofPrayer

We collected 1,062 tweets containing the keyword NationalDayOfPrayer
from just before noon to shortly after 10pm, classifying 607 as urban and 455 as
rural. The average urban comparative sentiment score was 0.088, compared to a
rural average of 0.108. Compared to the expected results for prayer, we observe
that there is a considerably smaller difference in sentiment for the collected
sample. Closer inspection of the accumulated data for the keyword prayer
reveals a substantial volume of positive rural tweets in the early morning hours,
which was not captured by the recorded sample and may explain why the average
rural sentiment score is lower than expected (Fig. 3).

On the other hand, the urban average sentiment score is higher than the
accumulated average for the keyword prayer. While there could be any num-
ber of possible explanations for this, inspection of the data seems to reveal more
instances of sarcasm and facetiousness in the urban collection. Meanwhile, gen-
uine expressions of religious sentiment and gratitude seemed more common in
the rural tweets, with users frequently retweeting statements made by local news
outlets or religious organizations, or most commonly the president’s first tweet
on the subject at 9:27am.
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6 Discussion

This research presents a visual analytics tool developed for the purpose of allow-
ing users to better understand the urban-rural divide through sentiment anal-
ysis. We discovered through our preliminary investigation of the accumulated
data that few keywords (10 out of 130) signalled a significant difference in sen-
timent between urban and rural populations. However, it should be understood
that this does not mean that urban and rural demographics necessarily agree
on the issues reflected by the keywords. For example, the fact that both groups
exhibit similar sentiment scores in messages containing the word “gun” does not
at all suggest that both groups share similar opinions on gun control or gun
violence. However, it does suggest that the mood or emotion exhibited by each
group when discussing this issue is symmetric.

Out of over a hundred sampled keywords, the only ones that were found
to exhibit a significant difference between urban and rural demographics were
prayer, god, bible, bless, family, safe, news, america, city, and past,
all of which revealed a higher average sentiment from rural samples. The results
suggest that people in rural areas express a more positive sentiment when they
are talking about their faith and family, which is consistent with findings from
polling [9]. Prior polling and reporting might foster an expectation that keywords
having to do with politics, the economy, immigration, or gun laws would exhibit
different sentiment scores between urban and rural demographics. However, this
was not supported in our findings, suggesting that factors that are known to
polarize political opinions reveal little variance in sentiment.

Often, the most impassioned text samples receive very low sentiment scores
due to the inclusion of profanity and other emphatic words. It is generally under-
stood that sentiment analysis might fail to accurately capture the sentiment for
a certain percentage of tweets. However, the findings of the real-time tracking of
the keyword NationalDayOfPrayer suggest that even averaging large num-
bers of sentiment scores can be wholly errant because the process fails to identify
widespread facetiousness throughout the text samples.

While our study adopted the long-held US Census protocol for determining
urbanity, in 2000, the Census Bureau expanded this classification to include
two types of urban areas: Urbanized Areas (UAs) of 50,000 or more people;
Urban Clusters (UCs) of at least 2,500 and less than 50,000 people [22]. We
did not consider this extra category, as very few tweets came from areas with a
population less than 2,500. On the other hand, the Post-Kaiser poll considered
residents of counties that are part of cities with populations greater than 1
million to be urban, and also evaluated a suburban category [9]. If it seems to be
the case that the Post-Kaiser methodology is more successful at identifying the
cultural rifts between demographics, it would raise questions about the utility
of both the former and current methods used by the US Census Bureau.
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7 Future Work

While sentiment analysis can reveal the mood or emotional state that an indi-
vidual exhibits while discussing a certain keyword or topic, it does not reveal
that person’s sentiment towards the topic. More advanced techniques such as
feature identification through topic modeling or deep learning might provide
better insight into the difference in sentiment regarding specific keywords.

In future work, we intend to apply the urban-suburban-rural classification
method used in the Post-Kaiser survey, with the expectation that this will reveal
greater variation between groups. In this paper, we searched for sentiment vari-
ance between two populations based on a wide-ranging yet fairly arbitrary set of
keywords. In future work, we intend to automate a search process such that new
keywords will be identified based on keywords previously found to represent a
significant difference in sentiment between groups. While we focused on compar-
ing sentiment between urban and rural populations, this approach could be more
broadly adopted to compare sentiment between any two or more demographic
groups.
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Abstract. In an increasingly globalized and borderless world, fast
access to reliable information about cities has become almost a neces-
sity. From tourism to business trips and emigration, one should have a
good knowledge about the destination to avoid problems and to ensure
a good adaptation to the local region. As such, by exploring complex
networks concepts and open data initiatives, this study focuses on the
city of Bogotá as a model for security analysis, defined by official crime
records and social strata percentages. In addition, a comparison of the
previous data can be made with the location of police stations, as well
as a urban traffic analysis. Finally, it’s possible to do a regional quality
classification and a quicker and safer route recommendation, in function
of the reliable data extracted from databases, obtained from specialized
institutions, with national accreditation for this work.

Keywords: Data science · Big data · Criminal records
Network models · Network visualization · Open data
Regional quality classification · Safety analysis · Social groups
Urban network · Urban security · Urban traffic · Complex systems

1 Introduction

The last decades have seen the reshaping of the society as information oriented.
Right now, the computer is a core part of our lifes, smartphones are an exten-
sion of the human body and internet is seen as a basic need. Every document,
report, event, media is digitalized, being readily accessible in a form of a PDF,
a web page, a video, a database. By having the majority of the population
online, constantly using and publishing more data, creation of detailed stud-
ies and impactful applications is facilitated. Beyond innovations such as online
shared knowledge and social networks, this abundance of information allows the
rise of data science, bringing with it the possibility to do profound analysis of the
complex systems that govern the functioning of social, biological and mechani-
cal environments. A set of complex systems that have a considerable relevance
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is that of urban analysis. As cities continue to grow and absorb an increasingly
large chunk of the world’s population, the interest for studies regarding each city
goes up. As such, nowadays it’s possible to find analysis regarding the touristic
value and landmarks, the average health quality, the university rankings, the
fastest routes to travel through the city, the economic and social status, among
others. However, it’s not straightforward to find objective information concern-
ing urban security. Although there’s an unprecedented quantity of data from
all around the world available online, when searching for factual safety clues
about a city, there’s usually only personal opinions available, that don’t allow
for an unbiased and detailed representation of the real system. There are aca-
demic papers that attempt to tackle this situation, as will be addressed in the
related work section. Having said that, these tend to lack a clear visualization
of a complete safety status of a metropolis, at a neighborhood level.

In this paper, an urban safety and traffic analysis of the city of Bogotá is
presented, showing an intuitive and detailed representation of the obtained data.
Bogotá is the capital of Colombia, has an estimated 8 million inhabitants and,
to our best knowledge, never had a urban security report published online. As
such, this represented an interesting challenge, considering the size of the city,
and consequently the amount of data needed, as well as an opportunity to do an
unprecedented security study, in a city that has a violent past. To address this
project, we need to start by figuring out how to get a data structure that could
allow us to have a geographically accurate representation of the city. Considering
the generic layout of cities as streets that have intersection points, it becomes
clear that a network graph, which is also used as the data format in other
studies [7,18] and in services such as Google Maps, is an adequate solution.
Then, we need to be able to actually create a network variable that contains the
streets structure of Bogotá, as well as coordinates. After this is done, reliable
and relevant data must be fetched in order to be able to do an objective safety
and traffic analysis. When the graph and the data are obtained, it’s a matter
of carefully weighting the variables to obtain safety and traffic values for each
node and edge, visualize this information in intuitive ways and derive conclusions
from it.

2 Related Work

To this date, a series of studies related to urban security and traffic have been
published. This is due to the increasing relevance of these two problems. With
the growth of cities into big metropolis, bringing socioeconomic inequalities and
a greater number of vehicles that move through the streets, there’s an increase
in criminality and congestion. By modeling cities as complex systems through
graph theory, researchers have been able to, in some way, address these issues.

Ciccato and Uittenbogaard [3] worked on an interesting analysis on clusters
of crime in Stockholm, Sweden. The study allowed a view of the regions of the
Scandinavian city with more criminal activity, divided on violence and property
crimes, and did a detailed time study, comparing day and night as well as winter
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and summer, in terms of criminal occurrences. In spite of this, there are some
drawbacks to this paper. First of all, it relies on one single information from one
single source, that is the crime records of Stockholm between 2006 and 2009.
This means that there are no socioeconomic aspects considered, no traffic anal-
ysis and no data regarding police stations locations. Furthermore, by using the
GIS framework instead of a complex networks approach, there’s only a simpli-
fied visualization of the city’s neighborhoods, with no possibility to view at the
street level, making it difficult to extend to further research using the same data
structure and preventing the functionality of calculating the best paths around
the city, through use of distance and the safety knowledge gathered.

The work of Spadon et al. [18] analyzes criminal communities of San
Francisco, using a complex networks representation of the city, obtained directly
from Open Street Maps [14] APIs, with no corrections to the graph. Based on
spatial mappings of urban crimes, they proceed with an identification of criminal
communities and classification according to different types of crimes. One of the
main conclusions of the paper is that different crime types share common spaces,
characterizing areas that lack strategies for crime prevention. This validates our
simplification of considering crime as a whole, without differentiating into differ-
ent types. Although there are some important methods used in this work which
are similar to ours, such as using a complex networks representation and getting
spatial criminal activity data, there are some flaws which we try to address. For
instances, the safety analysis focuses on the most criminal intensive region of San
Francisco, instead of analyzing the whole city with unsafety scores. The security
information only contemplates a criminal activity dataset, without adding data
such as socioeconomic aspects, which can have an impact on a neighborhood’s
safety. There is no use of police stations locations in the safety analysis and they
didn’t take advantage of the graph structure to integrate a best path routing, in
terms of both travel time and safety. A traffic analysis is completely absent.

In a 2016 paper by Solé-Ribalta et al. [1], it’s presented a model based on
the emergence of critical congestion phenomena, evidenced in complex networks,
which allows to analytically predict the most influential points of vehicular con-
gestion in the urban environment, based on real traffic information. Although
it’s a detailed approach to traffic analysis, it doesn’t cover the topic of urban
safety.

Geoff [7] introduced a novel complex networks tool for urban analysis, intro-
ducing the Python package OSMnx. As a new open source tool for the investi-
gation of road networks, where one can download, analyze and build networks,
a case study is discussed concerning the city of Portland, Oregon. The study
consists in comparing three neighborhoods, from both metric and topological
perspectives, using OSMnx. Network features such as density, connectedness,
centrality, and resilience are used. In 2018, there was a publication further test-
ing the limits of OSMnx, by doing an extensive urban morphology analysis to
27000 US cities [2]. It’s clear that both papers don’t address the topics of secu-
rity and traffic. However, this tool is of great help for our research, considering
that by obtaining a directed graph that represents the road fabric of the city of
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Bogotá, it’s possible to add any type of information that facilitates the under-
standing and visualization of georeferenced data.

In fact, our work differs from the aforementioned because it includes specific
elements, highlighted as useful from previous research, in order to unify them
and integrate more variables to the problems of criminality and congestion, as
is the case of the relationship of security with police checkpoints. An intuitive
visualization of the whole city’s street network, classified by security and by
traffic, which wasn’t found in any previous study, is made available. In addition,
we implement a route optimization where the distance traveled is shorter and,
at the same time, has less traffic jams and safer with respect to other possible
paths.

3 Methodology

Considering the nature of the study as being one of data science and network
science, all of the implementation and analysis segments revolved around the
python programming language. With a strong community, releasing packages
such as numpy, for numeric operations, pandas, for data analysis, networkx, for
manipulating complex networks, among many others, Python has increasingly
been establishing itself as the main tool for data scientists and, with the field’s
growth, the applicability in machine learning and its flexibility for other domains,
have made it one of the fastest growing programming languages [15]. Further-
more, considering its readability and simplicity, it allows for a more readable
code, that makes it easier for anyone to review and reuse the code, as well as
allowing to do a faster code development, without having memory leaks or other
possible coding issues that can delay the study. Having in mind this decision of
using Python as the core tool in the methodology of the study, there are 5 main
steps to get the desired data analysis:

1. City graph
2. Security data
3. Traffic data
4. Police stations locations
5. Edge weight calculation

In the following pages, each of these steps are explained in further detail.

3.1 City Graph

A graph, or a network, has two main components: edges and nodes. Nodes rep-
resent possible points of interest, data points that can have practically any pos-
itive finite dimensionality. Edges represent connections between nodes, which
can either be bidirectional or unidirectional, have the option of not existing at
all between two given nodes and can have an attributed weight, which can be
calculated as a function of certain dimensions of the end nodes. When thinking
about a city, wherever it may be in the world, there are two things that are
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always present: streets and their inevitable intersections. Intersections can be
seen as the nodes of a city, representing points of the urban landscape, where,
besides geographical coordinates, dimensions can be added to represent the levels
of insecurity and traffic congestion of the surroundings. The streets themselves
can be seen as the edges of a city graph, which connect pairs of intersections, if
there is a road between them, is either bidirectional or unidirectional, depend-
ing on whether the road is two-ways or one-way, and has a weight, which can
be calculated based on a combination of the distance between the intersections,
the security and traffic characteristics of the nodes’ neighborhoods. All of this
makes it clear that, using the streets connections, it’s possible to have a net-
work representation of a city. But now there’s the problem of how to get the
geographical information of a city’s road map, namely of Bogotá, and how to set
the intersections and their respective road connections. To handle this task, the
OSMnx [7] Python package is the right tool.

OSMnx [7] is a Python package developed by Geoff Boeing, a postdoctoral
Researcher at University of California, Berkeley. With it, it’s possible to down-
load spatial geometries and construct, project, visualize, and analyze street net-
works from OpenStreetMap’s APIs [14]. OSMnx [7] improves the graphs of Open-
StreetMap by only keeping the nodes which represent true street intersections
and concatenates the edges that connected the intermediate false nodes into
a single edge between two intersection nodes. Besides this network simplifica-
tion, by being built on top of other packages such as geopandas, networkx, and
matplotlib, OSMnx [7] gives access to powerful graph manipulation, graph visu-
alization tools and path routing techniques, while additionally implementing
some automatic graph analysis such as betweenness centrality, network circuity,
streets per node proportions, average edge length in meters, among others.

Although OSMnx [7] allows fetching the urban network with the right polit-
ical borders just by using the city’s name, this feature only works for specific
cities. Since it doesn’t work for Bogotá, one needs to indicate a center point of
the city in geographical coordinates and select a range in meters that will select
the furthest away a node can be from the center. This way, it’s not possible to
get the right city map, but rather a graph that contains some nodes from nearby
towns. By selecting a point in the center of Bogotá and a range of 20 km, the
graph from Fig. 1 is constructed.

3.2 Security Data

One of the most relevant sources of data that an urban security study can have
is that of criminal activity logs. By having a factual account of all the criminal
occurrences that happened in a city during a given interval of years, with a geo-
graphical location of the infringement and possibly the type of crime, it enables
the making of studies that can objectively classify a city’s regions according to
a unsafety score. This hypothesis is widely accepted, as it can be seen being
applied by various studies [3,18]. However, in order for this to work flawlessly,
there would need to be (i) enough data, which means having a long time inter-
val of crime records, (ii) a time span in which the criminal panorama remains
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Fig. 1. Network graph representing the city of Bogotá, Colombia, as well as its sur-
roundings, obtained with OSMnx.

sufficiently stable, as one should have data that corresponds as much as it can
to the current situation, (iii) truthful data, as having crimes registered in the
wrong location or even false crimes can mess up the analysis, and (iv) no missing
data, as absolutely all criminal events that occurred during the dataset’s time
span must be registered in order for the data analysis to be perfectly represen-
tative of the real world. Considering that these requirements aren’t easy to pass,
that it’s practically impossible to confirm a dataset’s complete verification of the
requirements and that this paper analysis the city of Bogotá, which has around
8 million inhabitants, making it harder to register every single crime in a dataset
and validate it, we consider that there should be a better way to get the safety
information.

Many studies show that there’s a causal effect of poverty on crime, violence
and social unrest [10,11]. As such, by having some dataset that can detail the
proportion of people living in poverty conditions in each city region, it would be
valuable information to determine the safety of a given region. As Bogotá has an
official social stratum register, calculated through the values of the residential
buildings and their corresponding terrain, it’s straightforward to use a dataset
from SISCRED [17], the municipality’s information system, containing the num-
ber of inhabitants in each neighborhood, as well as their social stratum. In this
case, for each neighborhood, we’re counting on the number people from the two
lowest strata and the ones without stratum, as it usually happens in Bogotá
that these correspond to citizens with low income living in illegal conditions.
Afterwards, we divide that number by the total amount of inhabitants of the
neighborhood, resulting in the equation Pvrpi

=
Pnsi

+Ps1i
+Ps2i

Pi
, where Pvrdi

corresponds to the poverty proportion of the population, Pnsi is the number of
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inhabitants without stratum, Ps1i
is the number of inhabitants in stratum 1,

which is the lowest in Colombian standards, Ps2i
is the number of inhabitants

in stratum 2, which is the second lowest in Colombian standards, and Pi is the
total amount of inhabitants, all referring to the neighborhood of node i.

Similarly, regarding the criminal activity data, we gathered a dataset from
Open Data Bogotá [6], an open data initiative from the city’s governance, con-
taining criminal activity logs from 1985 until 2015. Considering that the data
should be representative of the present, we filter the file to crimes committed
between 2010 and 2015, which gets us 59225 criminal activities, such as assaults,
bank robberies, shop robberies, violence and homicides, registered during those
years. Unfortunately, the location associated to each crime is only it’s locality,
which is a subdivision of the city of Bogotá containing multiple neighborhoods.
In spite of this, it still is useful information to determine the security level of
each part of the city. As such, the way to proceed is to get the number of crimes
registered in a locality, Crmi, and divide it by the number of inhabitants of
that locality, Pi, resulting in a criminal density, Cdi

, independent of a region’s
population dimension. This is equivalent to using the equation Cdi

= Crmi

Pi
to

determine the criminal density for each node of the graph.
Knowing that we’re using a graph structure to represent the city, having the

streets intersections as nodes of the graph, it’s reasonable to add a new dimen-
sion to each node for a unsafety score, consisting of a weighted sum between
the criminal density and the poverty proportion of the population in that node’s
neighborhood. As such, it’s just the matter of extracting the data from each
dataset’s xlsx file using the pandas Python package, setting the weight param-
eters, kc and kp, and proceeding with the calculations to pin down each node’s
unsafety score, Unsafety scorei. Considering that the mean value of the crim-
inal density is about 10 times lower than that of the poverty proportion, kc
should be bigger than kp, in order to compensate for the difference of average
values. This way, the influence that each unsafety factor has is more balanced.

Unsafety scorei = kcCdi
+ kpPvrdi

3.3 Traffic Data

In essence, road traffic congestions are a result of having a lot of people riding
cars, trucks or motorcycles, on the same pathway, at the same time. As such, the
main causes for this problem can be attributed to the number of people living
or commuting in a given area and to the available options for traveling between
different points in the city. This last part could be addressed by evaluating char-
acteristics such as connectivity and centrality of each node of the obtained graph,
considering that a street network with a corresponding graph that has many con-
nections should reduce traffic congestions, due to having a lot of available routes,
while a high betweenness centrality value in a small set of nodes should increase
traffic congestions, due to the existence of a small set of points through which
a lot of people must travel through. However, we aren’t going to analyze this
aspect of traffic, although we’ll consider it for future work. Instead, we focus on
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the problem related to the number of people or, more precisely, the population
density. This has been shown to have a proportional relation with daily traveling
delay in several studies [12,13]. Having this in consideration, a Bogotá mobility
dataset from DANE [5], the national statistics institute of Colombia, is used, fil-
tering the data to get just the population density. The dataset gives a population
density value of number of inhabitants per square kilometer, for each locality. As
a locality is a group of multiple neighborhoods, this doesn’t allow a very detailed
analysis of traffic, but does enable a broad view of possible congestion issues in
certain regions of the city. Having this in consideration, the traffic score that
is added to each node, Traffic scorei, is the population density of the node’s
locality, Pdi

, fetched directly from DANE’s dataset [5].

Traffic scorei = Pdi

In summary, each non police station node of the graph has the following
values:

ni = (Latitude, Longitude,Address, Unsafety score, Traffic score)i

Where Latitude and Longitude are obtained from OSMnx [7], Unsafety
score and Traffic score are calculated as shown before, and the Address is the
neighborhood with a central point that has the shortest distance to the node.
Each neighborhood’s central coordinates are found through the Google Maps
geocoder, implemented in the geopy [8] Python package.

3.4 Police Stations Locations

Counting on the information of the police stations in the city, together with
the crime and congestion data, one can test to see if there are possible existing
correlations between the variables, verifying in what way each characteristic can
be influenced by the other. For example, assuming that police stations all have
comparable performance quality, we expect that, in places where the presence
of police stations is higher, crime rates are lower than in locations with fewer
police stations.

For information on the location of police stations in the city of Bogotá, we first
experimented with Google Maps Places API, which allows to perform queries in
an area defined with central geographic coordinates and a radius. As such, by
performing the query for police stations through the API in Python, we should
receive the names and coordinates of all the police stations. However, the amount
of information returned by the medium of this service was not considerable or
relevant in relation to the number of police checkpoints, as the resulting list had
a maximum size of 80, which doesn’t actually correspond to real life, considering
the size of the city of Bogotá. For this reason, starting from the same source,
Google Maps, a manual search for each of the places of interest is performed. We
select these manually and store in a Google account, in the favorite places section,
to have this information available when required. Finally, after downloading the
coordinates and names of the police stations in a KML file, it’s implemented a
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reading method in Python to look in the KML file for each search result and
add it to our graph as police nodes. This is what makes it possible to locate the
police stations and assign an attribute or specific name for the identification of
the objects in the street network. As such, each node corresponding to a police
station has 4 dimensions:

ni = (Latitude, Longitude,Name, Type)i

The Type dimension serves to clarify that the node is a police station.

3.5 Edge Weight Calculation

As it would be expected in a street network, OSMnx [7] utilizes short path opti-
mization methods from networkx to calculate the route between two nodes that
has the shortest distance, allowing to plot this path on the graph afterwards. The
way this works is, by starting from the initial node, seeing which set of edges,
that lead to the destination node, have weights such that there summation con-
stitutes a minimum value. This means that the main parameter for calculating
the best route is the edges’ weights, which is just one value of one dimension of
the edges in OSMnx. In essence, one can modify the edges’ weights in order to
change the relevant factors for optimal routing. In our point of view, there are
two principal attributes that any person wants to have maximized on a route,
which are fast and safe. The fast attribute is partially solved, as the default edge
weight represents the distance between two intersections. However, considering
the influence of traffic in transit time, the distance isn’t enough to determine the
fastness of a route. As such, the traffic data that was added to every node should
be considered. Meanwhile, for the safe attribute, we already have a unsafety score
in every node of the network. Taking all of this into account, the next logical
step is to recalculate each edge’s weight as a weighted sum of the distance, traffic
score and unsafety score.

wij = kddistij + kssafij + kttrafij

w represents the weight of the edge that connects nodes i and j, in which
distij , safij and trafij represent the distance, safety and traffic attribute of the
edge, respectively, while kd, ks and kt represent each dimension’s weight on the
calculation. The k weights are parameters that are manually tuned, according
to the priority that the current user gives to the distance of the route, the safety
and the traffic conditions of the neighborhoods. The remaining variables are
determined using the following expressions:

distij = Obtained from Open Street Maps

safij =
Unsafety scorei + Unsafety scorej

2

trafij =
Traffic scorei + Traffic scorej

2
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4 Results

In this section, the main results are presented and discussed, separating the
analysis in the four topics addressed by this study.

4.1 Network and Traffic Information

As was discussed before, OSMnx [7] allows for a detailed urban morphology anal-
ysis. Using this tool, it’s possible to get interesting information regarding a city
viewed as a complex network. For instances, with respect to the graph obtained
for the city of Bogotá, we get 89543 nodes, which represent street intersections,
236881 edges, which are every directed connection between nodes, and 133394
street segments, which are less than the edges due to considering a street in
both one-way or two-way paths. Considering also the attributes regarding aver-
age street length, average streets per node and average circuity, which relates
to the curvilinearity of the streets by measuring the ratio of edge lengths to the
great-circle distances between the connected nodes, one can compare the com-
plex network of Bogotá with that of some of the biggest cities in the US, using
the data collected by Geoff Boeing with OSMnx [2]. As a way of doing a traffic
analysis, we also added information regarding population density, from census
data available on Wikipedia, and also the impact of traffic congestion, from the
2017 INRIX Global Traffic Scorecard [9], which is a study that gives a city rank-
ing, in which a lower number corresponds to a worse congestion problem, based
on an evaluation of urban travel, traffic health and vibrancy.

Table 1. Complex street networks comparison between Bogotá and some of the biggest
US cities, in terms of population. Presented in descending order by population density.

City Population
density
[People/km2]

Avg. street
length [m]

Avg.
streets per
node

Avg.
circuity

2017 INRIX
traffic scorecard
rank

New York 11000 148 2.86 1.06 3

Boston 5368 154 2.71 1.09 14

Bogotá 5092 85 2.97 1.08 6

Miami 4866 149 2.89 1.10 10

Chicago 4594 163 2.92 1.07 17

Philadelphia 4512 159 2.87 1.08 52

Los Angeles 3275 151 2.82 1.06 1

Houston 1414 145 2.83 1.08 26

Looking at Table 1, something that is immediately noticeable is the signif-
icant difference of the average street length of Bogotá, compared to the other
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cities. This can be due to an alternative street pattern, as Bogotá is the only non-
US city on the table, but also because the graph that was obtained for Bogotá,
as was explained before, doesn’t have the political borders of the city, ending
up englobing some small neighboring towns like Madrid and Choach́ı, which can
have shorter roads. Another interesting observation is that, as foreseen by other
studies [12,13], there does seem to be a relation between population density
and traffic congestions, as in general the most densely populated cities have a
higher INRIX rankings than those less densely populated. However, there are
exceptions such as Boston, Los Angeles and Houston, as they all have a ranking
that is higher than a previous city on the list. Besides other factors that aren’t
displayed on the table, such as the fact that Bogotá doesn’t have a subway trans-
port system, Los Angeles and Houston have a lower average street length than
Chicago and Philadelphia, overturning the population density differences, and
both Bogotá and Miami also have a lower average street length than Boston,
making them higher ranked in the traffic scorecard, despite being slightly less
densely populated. There also seems to be a negative effect of low circuity on
traffic, as some of the worst ranked cities of the list also have the lowest average
circuity, such as the case of Los Angeles which is on a high position of the rank
with New York, having a big difference in population density but sharing the
lowest circuity of the cities in the table. This is probably due to the fact that a
lower circuity means a more grid like street pattern, presenting more intersec-
tions, stops and traffic lights than a curvier, higher circuity street geometry.

Fig. 2. Traffic data visualization on the graph of the city of Bogotá, with dark red
colors representing higher congestion risk.

Figure 2 is the result of visualizing the graph nodes’ traffic score, using as
thresholds a population density higher than 6000 people/km2 for the light red
color and higher than 11000 for the darker red color, with all the remaining
nodes having a blue color. It might seem to be a contradiction that there’s
such a big segment of the city with a population density higher than 11000
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people/km2 and having the census saying that the city has an average population
density of only 5092 people/km2. However, this is due to the highly changeable
landscape of the Colombian capital, having modern skyscrapers but also lower
densed neighborhoods, such as Chapinero, and a big rural area, with a relatively
small number of inhabitants. Nevertheless, the big concentration of people in
central and northern areas of Bogotá, comparable in population density to New
York, make it one of the world’s cities with the biggest risk and intensity of
traffic jams, as mentioned in INRIX’s global ranking [9].

4.2 Urban Security Graph

Using the methodology described for the security data and police stations loca-
tions, we calculate the average unsafety score of the graph’s nodes and set up
the thresholds of lower than 2

9 the average for the green color, bigger than the
average for the light red color, bigger than two times the average for the darker
red color and all the rest as a blue color. The safe zone threshold is much lower
than the unsafe zones thresholds due to the fact that there is a large set of nodes
with a considerably high unsafety score, increasing the average score to a value
that shouldn’t be considered very save. The specific threshold of 2

9 for safe zones
is due to the fact that, due to the unsafety score being calculated in a weighted
sum format, besides having less criminal logs, it should represent areas of the
city with just around 7% of inhabitants in poverty conditions, which should be
an indicator of a developed and safe neighborhood, in contrast with the city’s
average of 30%. The end result is Fig. 3, which shows a clear tendency for a safer
northern region and an unsafe southern part of the city. There are also some
boundary regions with a high unsafety classification, besides some more central,
albeit small, regions with a moderate level of unsafety. The location of most of
these zones is in accordance to the location of slums [16] and others where the
economical and social conditions are at a very low standard.

With respect to the police stations locations, although one can see a strong
police presence in the green regions, many of the unsafe areas displayed in red
have a similar amount of police stations nearby. This means that simply imple-
menting the same number of police stations in criminal intensive neighborhoods
as applied on safer zones isn’t enough. The figure suggests that, before adding
up more police stations, there must be an assessment of each police station’s per-
formance, including its organization, individual quality, number of active police-
men, among other aspects. Naturally, there are more variables that interfere with
a region’s security beyond the police services. The unsafety and poverty conditions
relate to how well connected the neighborhood is to central and business points of
the city, as is demonstrated in the graph by the prevalence of high unsafety scores
in peripheral nodes of Bogotá’s street network. As such, considering the positive
example of the Colombian city of Medelĺın in reducing crime [4], it’s safe to say
that the security of Bogotá would be improved by an investment in the transport
systems, mainly those that can form a stronger connection between isolated, poor
regions of the city and the central, work and commercial hubs, where better social
conditions, such as more jobs, education and health offers exist.
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Fig. 3. Network graph representing the city of Bogotá, Colombia, as well as its sur-
roundings, having security information represented in colors.

4.3 Best Path Routing

With every node having coordinates and scores of unsafety and traffic, the edges’
weights have been updated to consider these characteristics and calculate not
only a fast route, but one that is safe and that tries to avoid traffic congestions.
With these new weights, the optimized path between any pair of points inside
the boundaries of the current graph can be determined through the networkx
package’s shortest path algorithm. Afterwards, OSMnx can handle the output
of networkx and plot the estimated best path over the geographically accurate
graph of the city.

As an example, Fig. 4 shows a route between the Virrey park and the local
touristic attraction and religious site of Monserrate. The parameters used to get
the edges’ weights were kd = 1, ks = 1 and kt = 1

5000 . These values were consid-
ered to allow a similar priority to all the three domains, being that the traffic
values must be largely attenuated to be able to fairly compare with the other
values, since it’s around three orders of magnitude bigger than the distances and
unsafety scores of the paths. Comparing with the security data from Fig. 3, it’s
possible to see the route going in a straight line through the safer green areas,
while also avoiding the dangerous boundary regions of the city, and only making
a sharp turn towards to the east limit, where Monserrate is located, when it’s
already near the destination’s latitude position.
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Fig. 4. Example of an optimized least distance, safer and less traffic route between
Virrey park and Monserrate, in Bogotá, Colombia.

5 Conclusions

In what appears to be the first urban and traffic analysis of Bogotá, Colombia,
we managed to get intuitive and visual results, that can help locals get a bet-
ter understanding of their city, tourists or new immigrants get to know the
safety and traffic concerns, and provide tools for political institutes to take an
informed decision to fight criminal activity and improve the roadway structure.
By learning from the most relevant methods applied in some of the state-of-
the-art urban security and traffic studies and improving upon them with novel
tools implemented on a growing programming language, we consider the main
achievements of this paper to be (i) getting a highly manipulable complex net-
work representation of Bogotá, (ii) evaluating the city’s regions for traffic con-
gestion issues through population density, with a demonstration of the validity
of this method while comparing with other cities, and (iii) doing a security anal-
ysis at a neighborhood level, based on real crime events and social stratum,
with clear data visualization, in a city with 8 million inhabitants. While getting
these results, some interesting notes were discussed, such as a proportional effect
of population density and circuity on traffic congestions and the importance of
effective transport connections, between the regions struggling with poverty and
the main city blocks, in the reduction of crime rates and social inequality. There
was also an implementation of a optimal route search, considering safety and
traffic conditions alongside the distance traveled.

Considering that some of the data had manual interference, such as the
parameters in calculating each node’s unsafety score, as a future work it would
be interesting to improve the quality of the results by finding better parameters
through machine learning algorithms. There are also the possibilities of improv-
ing the security analysis by studying the criminal behavior along the course of
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time and hours of the day, as well as improve the traffic analysis by considering
additional variables such as local circuity, connectivity, and centrality. It would
also be interesting to be able to apply similar tactics to study and compare more
cities across the world.
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1. Solé-Ribalta, A., Gómez, S., Arenas, A.: A model to identify urban traffic conges-
tion hotspots in complex networks. R. Soc. Open Sci. 3 (2016). https://doi.org/
10.1098/rsos.160098. http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5098960/

2. Boeing, G.: Multi-scale analysis of 27,000 urban street networks. In: Environment
and Planning B: Urban Analytics and City Science (2018)

3. Ceccato, V., Uittenbogaard, A.: space-time clusters of crime in Stockholm, Sweden.
In: Review of European Studies, vol. 4. Canadian Center of Science and Education,
September 2012
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Abstract. Issuance of cryptocurrencies on top of the Blockchain system
by startups and private sector companies is becoming a ubiquitous phe-
nomenon, inducing the trading of these crypto-coins among their holders
using dedicated exchanges. Apart from being a trading ledger for tokens,
Blockchain can also be observed as a social network. Analyzing and mod-
eling the dynamics of the “social signals” of this network can contribute
to our understanding of this ecosystem and the forces acting within. This
work is the first analysis of the network properties of the ERC20 protocol
compliant crypto-coins’ trading data. Considering all trading wallets as
a network’s nodes, and constructing its edges using buy–sell trades, we
can analyze the network properties of the ERC20 network. We demon-
strate that the network displays strong power-law properties, coinciding
with current network theory expectations, however nonetheless, are the
first scientific validation of it, for the ERC20 trading data.

The examined data is composed of over 30 million ERC20 tokens
trades, performed by over 6.8 million unique wallets, lapsing over a two
years period between February 2016 and February 2018.

Keywords: Complex systems · Social physics · Network analysis
Blockchain · Ethereum · Smart contracts · ERC20 tokens
Cryptocurrency

1 Introduction

Blockchain technology, which has been known by mostly small technological cir-
cles up until recently, is bursting throughout the globe, with a potential economic
and social impact that could fundamentally alter traditional financial and social
structures. Launched in July 2015 [1], the Ethereum Blockchain is a public ledger
that keeps records of all Ethereum related transactions. It is shared between all
participants and is based on a reward mechanism as an incentive for users to
run the transactions network. A key characteristic of the Blockchain network is
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its heavy reliance on cryptography to secure the transactions, addressed as the
consensus mechanism. Each account consists of a public and private key duo,
where the private key is used to digitally sign each account’s transactions, and
the public key can be used by all Blockchain participants in order to verify the
transaction’s validity, in a rapid, decentralized and transparent way.

The ability of the Ethereum Blockchain to store not only ownership, simi-
larly to Bitcoin, but also execution code, in the form of “Smart Contracts”, has
recently led to the creation of a large number of new types of “tokens”, based on
the Ethereum ERC20 protocol. These tokens are “minted” by a variety of play-
ers, for a variety of reasons, having all of their transactions carried out by their
corresponding Smart Contracts, publicly accessible on the Ethereum Blockchain.

In this regards, the Ethereum Blockchain’s transactions, and ERC20 trans-
actions in particular, constitute a decentralized record of interactions among
participants, with two interesting properties that distinguish it from most of the
traditional interaction collections (such as social network activities, phone-call
records, financial bank transactions):

– Unlimited number of wallets—The Ethereum private key mechanism
enables any participant to create an unlimited amount of unique “wallets”.
Whereas the participant can control all of these wallets easily, it is impossible
for an outside observer to explicitly associate the wallets to each other (with
the exception of an implicit association, through a careful data analysis work,
as can be seen in [2]). This can be compared to a mobile phone network, in
which every participant may hold an infinite amount of different identities,
addressed as phone numbers, all of which can be used at will. Had this prop-
erty existed in reality, it would likely render most of recent seminal works in
this field (such as [3–8] and many more) highly impractical, if not entirely
obsolete, as demonstrated in [9].

– Unlimited number of tokens—The ability of participants to create not
only new wallet addresses, but also an unlimited number of new tokens turns
the Ethereum network from a single faceted means of communication of stor-
age and execution related transactions, to a multi faceted (and in fact, an
infinitely faceted) one, comprised of many different types of interactions,
whose nature widely varies from payment, through decentralized trading in
GPU resources [10], and to consumption of behavioral predictions [11].

As a result, the ERC20 ecosystem and the multitude of transactions it con-
sists of, constitutes one of the most fascinating examples for decentralized net-
works. However, to this day there has not been any in-depth analysis of the
ERC20 tokens network properties.

This work is the first attempt to analyze the ERC20 tokens through a net-
work theory prism. We study two years of ERC20 transactions over the Ethereum
Blockchain, by forming a social network from the participants and their corre-
sponding monetary actions. We show that the ERC20 tokens data, despite being
infinitely faceted and potentially comprised of unlimited amount of single-serving
wallet addresses, still strongly displays several key properties known in network
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theory research to characterize sets of human interactions. The direct potential
implication of our discovery is that the ERC20 tokens data is likely to there-
fore also comply with additional known network properties – leading the way
for the development of an abundance of predictive and descriptive techniques
for the ERC20 tokens transactions, based on known network theory oriented
approaches from other domains.

The rest of the paper is organized as follows: Sect. 2 contains background on
the topics of this work and review of previous literature related to it. In Sect. 3 we
thoroughly describe the methodology that was used in this work, whereas the
results are discussed in Sect. 4. Concluding remarks and discussion regarding
future work appear in Sect. 5.

2 Background and Related Work

Blockchain’s ability to process transactions in a trust-less environment, apart
from trading its official cryptocurrency, the Ether, presents the most promi-
nent framework for the execution of “Smart Contracts” [12]. Smart Contracts
are computer programs, formalizing digital agreements, automatically enforced
to execute any predefined conditions using the consensus mechanism of the
Blockchain, without relying on a trusted authority. They empower developers
to create diverse applications in a Turing Complete Programming Language,
executed on the decentralized Blockchain platform, enabling the execution of
any contractual agreement and enforcing its performance.

Moreover, Smart Contracts allow companies or entrepreneurs to create their
own proprietary tokens on top of the Blockchain protocol [13]. These tokens are
often pre-mined and sold to the public through Initial Coin Offerings (ICO) in
exchange of Ether, other crypto-currencies, or Fiat Money. The issuance and
auctioning of dedicated tokens assist the venture to crowd-fund their project’s
development, and in return, the ICO tokens grant contributors with a redeemable
for products or services the issuer commits to supply thereafter, as well as the
opportunity to gain from their possible value increase due to the project’s suc-
cess. The most widely used token standard is Ethereum’s ERC20 (representing
Ethereum Request for Comment), issued in 2015. The protocol defines techni-
cal specifications giving developers the ability to program how new tokens will
function within the Ethereum ecosystem.

This brand new market of ERC20 compliant tokens is fundamental to ana-
lyze, as it is becoming increasingly relevant to the financial world. Issuing tokens
on top of the Blockchain system by startups and other private sector companies
is becoming a ubiquitous phenomenon, inducing the trade of these crypto-coins
to an exponential degree. Since 2017, Blockchain startups have raised over 7 Bil-
lion dollars through ICOs. Among the largest offerings, Tezos raised $232M for
developing a smart contracts and decentralized governance platform; Filecoin
raised $205M to deploy a decentralized file storage network; EOS raised over
$185M to fund scalable smart contracts platform and Bancor, who managed to
raise $153M for deploying a Blockchain-based prediction market.
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Apart from being formed by countless stake-holders and numerous tokens, the
ERC20 transactional data also presents full data of prices, volumes and holders
distribution. This, alongside with daily transactions of anonymised individuals
is otherwise scarce and hard to obtain due to confidentiality and privacy control,
hence providing a rare opportunity to analyze and model financial behavior in
an evolving market over a long period of time.

In the past two decades, network science has exceedingly contributed to mul-
tiple and diverse scientific disciplines. Applying network analysis and graph the-
ory have assisted in revealing the structure and dynamics of complex systems by
representing them as networks, including social networks [14–16], computer com-
munication networks [17], biological systems [18], transportation [19,20], IOT
[21], emergency detection [22] and financial trading systems [23–25].

Most of the research conducted in the Blockchain world, was concentrated
in Bitcoin, spreading from theoretical foundations [26], security and fraud
[27,28] to some comprehensive research in network analysis [29–31]. The world
of Smart contracts has recently inspired research in aspects of design patterns,
applications and security [32–35], policy towards ICOs has also been studied
[13]. However, the comprehensive analysis of ERC20 tokens, with emphasis on
the investigation of the transaction graph built from their related activity on the
Blockchain, is still lacking. In this paper we aim to examine how this prominent
field can enhance the understanding of the underlying structure of the ERC20
tokens trading data.

3 Methodology

3.1 Data

In order to preserve anonymity in the Ethereum Blockchain, personal informa-
tion is omitted from all transactions. A User, represented by their wallet, can
participate in the economy system through an address, which is attained by
applying Keccak-256 hash function on his public key. The Ethereum Blockchain
enables users to send transactions in order to either send Ether to other wal-
lets, create new Smart Contracts or invoke any of their functions. Since Smart
Contracts are scripts residing on the Blockchain as well, they are also assigned
a unique address. A Smart Contract is called by sending a transaction to its
address, which triggers its independent and automatic execution, in a prescribed
manner on every node in the network, according to the data that was included
in the triggering transaction.

Smart Contracts representing ERC20 tokens comply with a protocol defining
the manner in which the token is transferred between wallets and the form
in which data within the token is accessed. Among these requirements, is the
demand to implement a transfer method, which will be used for transferring the
relevant token from one wallet to another. Therefore, each transfer of an ERC20
token will be manifested by a wallet sending a transaction to the relevant Smart
Contract. The transaction will encompass a call to the transfer method in its
data section, containing the amount being transferred and its recipient wallet.
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Each such token transfer results in altering the ‘token’s balance’, which is kept
and updated in its corresponding Smart Contract’s storage.

We obtain the ERC20 transactions basing on the further requirement of
the ERC20 protocol, demanding that each call to the transfer method will be
followed by sending a Transfer event and updating the event’s logs with all
relevant information regarding the token transfer. We therefore call an Ethereum
full node’s JSON API and fetch all logs matching to the Transfer event structure
[36]. Parsing these logs result in the following fields per transaction: Contract
Address - standing for the address of the Smart Contract defining the transferred
token, Value - specifying the amount of the token being transferred, Sender and
Receiver addresses, being the wallet addresses of the token’s seller and buyer,
correspondingly.

We have retrieved all ERC20 tokens transactions spreading between February
2016 and February 2018, resulting in 30, 347, 248 transactions and 18, 517 token
address. Due to the restriction on changing and tempering Smart Contracts, any
modification made to a token’s designated Smart Contract involves a definite
change in it’s associated Contract Address. As a result, a token can change
addresses throughout it’s lifespan, though for any point in time, it will only be
assigned to a single relevant Contract Address. Therefore, the above mentioned
amount of unique contract addresses serves merely as an upper bound to the
amount of unique tokens. Since we do not restrict ourselves to a specific type
of token, but observe the network as a whole trading system, this non-unique
identification of tokens doesn’t affect our analysis of the network.

The dataset of ERC20 tokens transactions is extremely diverse and wide-
ranging, where not only any ERC20 token might correspond to multiple con-
tract addresses, and therefore being considered as various different tokens by
our analysis, but also the characteristics of the different tokens are extremely
varied. For instance, the tokens differ in their age, their economic value, activ-
ity volume and number of token holders, some merely serve as test-runs, others
aren’t tradable in exchanges yet, and some, according to popular literature, are
frauds, all residing next to actual real-world valuable tokens.

3.2 Graph Analysis

In order to perceive the network’s structure and assess the connectivity of its
nodes, one should examine the network’s degree distribution, considering both
in-degree and out-degree, indicating the number of incoming and outgoing con-
nections, correspondingly. The degree distribution P (k) signifies the probability
that a randomly selected node has precisely the degree k.

In random networks of the type studied by Erdös and Rényi [37], where
each edge is present or absent with equal probability, the nodes’ degrees follow
a Poisson distribution. The degree obtained by most nodes is approximately
the average degree k̄ of the network. These properties are also manifested in
dynamic networks [38]. In contrast to random networks, the nodes’ degrees of
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social networks (such as the Internet or citation networks) often follow a power
law distribution [39]:

P (k) = k−α (1)

The power law degree distribution indicates that there is a non-negligible
number of extremely connected nodes even though the majority of nodes have
small number of connections. Therefore the degree distribution has a long right
tail of values that are far above the average degree. Power law distributions
can be found in many real networks, Newman [16] summarized several of them,
including word frequency, citations, telephone calls, web hits, or the wealth of
the richest people.

4 Results

As discussed, we study an extremely diverse and wide-ranging dataset. In order
to present a first glimpse on the diversity of ERC20 tokens transactional data,
we explore the distribution of token popularity, in terms of buyers and sellers
amount.

Definition 1. Let CT be an ERC20 token. The token’s Buying Popularity dur-
ing timespan t, denoted by BPt, is defined as the number of unique wallets which
bought the token during the examined time:

BPt(CT ) := |{wv‖ wallet wv bought CT during time t}| (2)

Correspondingly, Selling Popularity during time t, denoted by SPt, is defined as
the amount of unique wallets who sold token CT during this time:

SPt(CT ) := |{wv‖ wallet wv sold CT during time t}| (3)

As Fig. 1 reflects, ERC20 tokens’ both Buying and Selling Popularities follow
a power-law distribution, thereby expressing the diversity of token holders along
a 2 years period, between February 2016 and February 2018. Particularly, it can
be seen that most tokens are traded by an extremely small amount of users and
on the other hand, a few popular tokens exist, traded by a very large group of
users during the examined timespan.

We further aim to examine whether the ERC20 network satisfies the
known characteristics of other real-world networks, first and foremost examin-
ing its degree distribution. We therefore construct the following directed graph,
GFT (V,E), standing for ERC20 Full Transactions Graph, including all transac-
tions in the timespan between February 2016 and February 2018. The resulting
graph consists of 6, 890, 237 vertices and 17, 392, 610 edges.

The set of vertices V consists of all ERC20 trading wallets in this period,
where any vertex u represents a trading wallet wu. Out-going edges depict trans-
actions in which wallet wu sold any type of ERC20 token to other wallets, and
in-coming edges to u are formed as result of transactions in which wu bought
any ERC20 token from others. Formally, E ⊆ V × V s.t.:

E := {(u, v)‖ wallet wu sold any ERC20 token towv} (4)
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Fig. 1. Histogram of the Buying Popularity BPt (upper panel) and Selling Popular-
ity SPt (lower panel) of all ERC20 Crypto-coins [see Definition 4], for t being a two
years period lapsing from February 2016 to February 2018. Depicting the probability
a coin would have certain popularity among buyers and sellers correspondingly, both
demonstrating a power-law distribution.

Out-degree of vertex u represents the number of unique wallets buying tokens
from wu and its in-degree depicts the number of unique wallets selling tokens
to it.

Surprisingly, despite the great variance between the traded tokens in the
network, we discovered that the degree distribution depicts a strong power-
law pattern, as presented in Fig. 2. Hence the ERC20 Full Transactions Graph,
GFT , displays similar connectedness structure to other real-world networks, such
as [14–16], presenting a non-negligible number of highly connected nodes even
though the majority of nodes have small number of connections, both in buy-
ing and selling transactions. We have additionally analyzed ERC20 transaction
graphs based on varying length periods between 3 days to 3 months, and val-
idated our findings across 20 different points in time. We have observed that
in all cases the power-law degree distribution is preserved and presents roughly
similar γ values.1

Elaborating on this last observation, which is uncovered for the first time in
this work, it can be seen that the economic activity on the ERC20 network—both
1 We omit these results from the current version, due to space limitations, and they

will appear in a future, extended version.
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Fig. 2. Analysis of Blockchain network dynamics for a 2 years period from February
2016 to February 2018. The network’s nodes represent ERC20 wallets and edges are
formed by ERC20 buy-sell transactions. Outgoing degree of a node reflects the num-
ber of unique wallets receiving funds from that node, regardless of the token being
transferred, and vice-versa for incoming degree. Both outgoing and incoming degrees
present a power-law distribution, similarly to what was demonstrated in analysis of
mobile phone, citation data and many other real-world networks [16]

outgoing, incoming, and reciprocal—converges to a heavy-tail distribution. This
discovery has several important (and partially counterintuitive) consequences:

Decentralization. The first derivative from the power law phenomena demon-
strated in this work, is the strengthening of the ERC20 environment’s decen-
tralization property. Decentralization in this context is manifested by the
existence of a large number of medium sized hubs, taking part in the net-
work’s activity, constituting a network that is not governed by a single major
player, both in the sense of trading wallets as well as in traded tokens. Decen-
tralization, forming a key feature of the Blockchain technology, and for some –
its main “claim to fame”, is both celebrated and questioned. By clearly show-
ing the emergence of a heavy tail distribution within the trading behavior of
its users, we can for the first time, provide a concrete data-driven proof for
the inherent decentralization of ERC20 tokens, which remains stable across
various time-periods, and length of analysis windows.

Robustness. An immediate implication of the decentralization of the ERC20
tokens network, is also its robustness. Several works have used percolation
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theory [40] to demonstrate that such network structures are often less subject
to manipulations using small correlated groups [41], making it easier for the
majority of the crowd to maintain relative freedom.

Diversity. Subsequently, it also facilitates the creation of new emerging tokens,
as it increases the probability that they would be adopted by a non-negligible-
in-size group of “first-adopters”. This is specifically important for an environ-
ment that aims to provide opportunities for the fast creation and adoption of
new applications.

Maturity. Several critics have referred to Ethereum, as well as to the ERC20
tokens in general, as an immature economic structure, that is unstable and
certainly not well representing a “normal” human economy. The stable and
multi-faceted power-law patterns demonstrated in our analysis imply that
these criticisms are, to the very list, partially unjustified. The convergence of
tokens distributions, as well as buying and selling activities is a typical char-
acteristic of “natural human behavior” [4] and specifically mature economies
[42,43]. Furthermore, as demonstrated in works such as [44] it is also an
efficient substance for the natural evolution of sub-communities.

Opportunities for future research. A strong embedding of power-law char-
acteristics implies the likely usability of the multitude of known techniques
utilizing this feature for various purposes such as anomalies detection [22],
marketing optimization [45,46] and cybersecurity [47].

5 Concluding Remarks and Future Work

In this paper, we have demonstrated for the first time that the ERC20 tokens
transactional data displays several properties known to be associated with net-
works that are comprised of human interactions, and social networks specifically.
This occurs despite the fact that the Blockchain protocol enables the creation of
an unlimited number of “tokens”, causing diverse sub-domains to reside together
over the same protocol, and regardless of an unlimited amount of wallets, result-
ing in different identities controlled by a single individual.

Specifically, we have modeled the transactions as a network that is comprised
of wallets, connected through transactions, and found that the degree distribu-
tion of nodes in the network presents a power-law pattern. In addition, we have
shown that tokens popularity among buyers and sellers also follows a power-law
model. These preliminary results indicate that (somewhat surprisingly) despite
its diversity, ERC20 data presents a social behavior. This leads us to explore
whether other aspects of network theory can emerge from this data. Such fields
include short path lengths and clustering coefficient analysis [48], centrality mea-
sures [49], connected components behavior [5] and community structure study
[50]. We have already been able to demonstrate some of these phenomena using
the ERC20 data as well, however they were not included in this work due to
space considerations.
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1 Introduction

Why are human creativity and productivity concentrated in space and time? Is the
computer revolution in Silicon Valley similar to England’s Industrial Revolution or to
Florence’s Renaissance?

An old idea in economic geography is that in dense industrial clusters the secrets of
a trade are, “as it were in the air.” [1] James Watt’s steam engine required the metal
works of John “Iron Mad” Wilkinson, just like Apple’s Macintosh required the idea of
the Graphical User Interface (GUI) developed at Xerox’s PARC. The idea that skills,
technology, and knowledge, are spatially concentrated, has a long academic tradition,
dating back to Johan von Thünen and Alfred Marshall in the nineteenth century, and to
Harold Hotelling, Walter Christaller, August Lösch, Waldo Tobler, Jane Jacobs, and
Michael Porter in the twentieth. Yet, only recently this hypothesis has been empirically
formalized and corroborated at multiple spatial scales, for different economic activities,
and for a variety of institutional regimes. The new synthesis is an empirical principle
describing the probability that a region enters (or exits) an economic activity as a
function of the number of related activities present in that location. This synthesis is the
principle of relatedness.

2 The Principle of Relatedness

In principle, we say that two activities, such as products, industries, or research areas
are related when they require similar knowledge or inputs (Fig. 1A). For instance,
shirts and blouses are related because they are manufactured using similar materials and
technologies. In practice, however, which inputs and knowledge are used in a pro-
duction process are at best imperfectly observed. The modern methods used to infer
relatedness are agnostic about the specific inputs or complementarities that drive
relatedness among activities. They look, for instance, at the co-export of products [2],
the flow of labor among industries [3], or combined measures of input-output links and
shared labor pools [4]. This methodological flexibility, has allowed scholars from a
variety of fields to document a robust and reproducible relationship between the
probability that a location will develop expertise in a new industry [5–7], technology
[8, 9], research area [10], product [2], or occupation [11], and the number of related
activities that are already present in that location.

Hidalgo et al. [2] introduced the idea of the product space—a network connecting
products that are likely to be exported in tandem—to show that the probability that a
country will start exporting a product increases with the number of related products that
this country already exports (Fig. 1B). Neffke et al. [5], and Zhu et al. [6], looked
respectively, at Sweden and China to show that the probability that an industry will
enter a region increases with the number of related industries present in it. Kogler et al.
[8] and Boschma et al. [9] connected technology classes that co-occur in patents to
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Fig. 1. A. The number of related activities present in a location can be measured using density: a
weighted average of the fraction of related activities that are present in that location. Relatedness
is represented using a network, where nodes represent activities, such as products, research areas,
or technology classes, and links connect related activities (products that are co-exported, or
research areas that share authors). Black nodes indicate the activities that are present in a location.
The activities that are not present in that location are shown in white. The node on the far left
represents an activity with low density (few related activities present in that location, 1 out of 3).
The node on the far right is an activity with high density (with many related activities present in
that location, 3 out of 3). B. Probability that a country will develop comparative advantage in a
product in a four-year period (that it will export more of that product than what should be
expected from that country’s total exports and the size of that product’s market) as a function of
the density of related products (fraction of related products already exported by that country).
C. Probability that a city (U.S. Metropolitan Statistical Area) will produce more patents in a
technology class than what is expected from that city’s total patenting volume and the size of the
technology class as a function of the density of related technological fields. D. Probability that a
country will develop a research area in a period of three years (that it will publish more papers
than what is expected from that country’s total publication volume and the size of the field) as a
function of the density of related research areas.
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show that cities in the United States were more likely to begin patenting in a tech-
nology class when they had expertise in related technologies (Fig. 1C). Guevara et al.
[10], connected research areas to show that the probability that a scholar, university, or
country, starts publishing in a new research area increases with the number of related
areas in which a scholar, university, or country, has expertise (Fig. 1D).

These efforts have generalized the principle of relatedness from a simple obser-
vation, to a formal empirical result that is valid for multiple spatial scales, economic
activities, and institutional backgrounds. Yet, these results have also demonstrated the
empirical strength of the principle. In Figs. 1b–d, the probability of entering an activity
rises between eight-fold and twenty-fold when we move from an unrelated activity to a
related activity. This shows that the principle of relatedness is not only robust and
ubiquitous, but also, strong.

But does the principle of relatedness teach us something about economic devel-
opment? And is it a principle that matters?

The high degree of reproducibility of this principle hints at something fundamental:
the variety of mechanisms by which economies and organizations learn. The principle
of relatedness is not the result of trivial input output relationships, like needing iron to
make steel. Material input-output relationships used to be important when transporta-
tion costs were relatively high. In the world of atoms, every city had a newspaper, and
every paperboy had a route. Today, each country has only a few newspapers, and a few
search engines are enough to serve the whole world. In the last decades the relative cost
of moving knowledge, vis-à-vis the cost of moving the fruits of knowledge (products),
has increased. Knowledge continues to be embodied in networks of people [12], and is
concentrated in a few places, while bits and products travel swiftly around the world.

So why should we care about this “sticky knowledge principle?” On the one hand,
new measures of relatedness are helping advance a more pragmatic industrial policy.
The specificity of the principle is an antidote to the traditional temptations of industrial
policy: the “cathedrals in the desert” built in naïve attempts to engineer development1,
or the gradualism that emerges when private sector companies capture public invest-
ment for sectors that are already well developed. Also, the principle is a remedy for the
“everyone wants to be the new Silicon Valley” fever. But inoculation from erroneous
ideas is not all that the principle provides.

What is sometimes counterintuitive, is that the principle of relatedness is not about
over-specialization [13]. It is about understanding the unique paths that lead to
diversification. Just like our understanding of gravity is linked to our dream to fly, our
understanding of relatedness is linked to our desire to break the shackles of path
dependency. The principle is linked to the desire of diversifying Chile away from
Copper, or to have an Arab peninsula that is not solely reliant on exporting oil.

The principle also suggest that industrial policy should not be centered solely on
identifying promising industries, but on identifying mechanisms that facilitate
knowledge flows among industries and regions [14]. The policies supported by the
principle are those focused on attracting the knowledge that regions are missing by

1 Classic examples are the Volta River project in Ghana or the construction of a large Iron processing
plant in Ipatinga Brazil.
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facilitating the flow of the people who carry that knowledge [15], and by creating social
bridges to the places where that knowledge is present. Some of these policies may
involve traditional but important industrial policy instruments, such as industrial parks
[16–18]. Other policies, focused on knowledge flows and collective learning, can
sometimes suggest counterintuitive results. For instance, much of the world has human
capital development policies that subsidize graduate studies while demanding the
immediate return of students to their homeland. Yet, the bridges created by these
scholars—and the respective “brain flows” they generate—can have a bigger impact in
their homeland’s long-term collective learning than the repatriation of the human
capital they absorbed in four years of college [19]. The principle of relatedness invites
us to evaluate policies not based on short-term winners and looser, but on their ability
to contribute to collective learning.

The principle of relatedness also warns us about some pitfalls. For instance, the
principle of relatedness is a force that increases spatial inequality and can reduce the
ability of peripheral cities to develop. That is, the principle of relatedness is better news
for Boston than for Buffalo.

So where should this research move next? Exploring the channels that promote
collective learning, unpacking the idea of relatedness, and identifying how and when
countries and regions deviate from this principle are all fertile avenues of research.
Recently, Pinheiro et al. showed that countries tend to deviate from this principle in
about 7% of all cases, and that they are more likely to do so at an intermediate level of
diversification [20]. Lee and Malerba, and Lee and Ki, showed that industry life-cycles
provide windows of opportunities that can reshuffle industrial leaders [21, 22].
Boschma et al. showed that relatedness is a stronger force in countries with more
coordinated forms of capitalism, than in countries with more liberal forms. Zhu et al.
showed that policy interventions have been effective at moving Chinese regions into
relatively unrelated areas [6]. Petralia et al. showed that technological relatedness
matters more for developing than advance economies [23]. Murray et al. showed that
strong intellectual property restrictions can reduce the number of new entrants in
innovative activities [24]. And Uhlbach et al. [25] showed that in Europe R&D sub-
sidies are more effective when they target areas with an intermediate level of relat-
edness, not too unrelated, but neither too closely related.

There are also theoretical questions, such as identifying the optimal diversification
strategies that a country or region should follow. After all, recent work by Alshamsi
et al. has shown that targeting the most related product is not always the optimal
strategy, and that optimal diversification strategies need to worry about the right time to
target relatively unrelated activities [26].

The good news is that learning appears to pay off for the economies who master it.
Knowledge intense economies tend to grow faster [27, 28] and be less unequal [29] at
the national level, than less knowledge intense economies, at the same levels of
income, human capital, and similar institutions. Also, economies with a diverse set of
related industries tend to experience faster employment growth in those sectors [30],
and more entrepreneurship [32]. Workers in industries that enjoy the benefits of
relatedness also are more robust to displacement shocks, since they find related work in
their region more easily than comparable workers displaced in regions with few related
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activities [33]. These benefits tell us that efforts focused on promoting collective
learning, among industries and regions, seem to be the right way to go.

For decades scholars have been trying to understand how cities, regions, and
countries develop. The principle of relatedness does not provide a full answer to this
question, but it signals a path. More importantly, the principle of relatedness is a
beautiful illustration of the collaborative nature of science. Generalizing this principle
to multiple scales, activities, institutional backgrounds, and metrics, has not been the
work of a lone scholar, but the result of a diverse academic community involving
geographers, economists, urban planners, physicists, and more. By building on each
other’s work, the scholars in this community have created a literature that supports the
generalization of this principle. The reproducibility and robustness of this finding,
therefore, does not rest on a single paper, instrumental variable, or key experiment, but
on a growing literature that has replicated this principle tirelessly, demonstrating its
solidity as a foundation for current and future research.
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Abstract. Innovation in the Public Sector has been seen as a way to respond
the current challenges posed to society. However, the literature shows that little
attention has been given to link public sector innovation to existing theories
based on system and complexity. This essay aims to contribute to filling this gap
with the development of a theoretical framework focused on the relation of
organizational capabilities and public value generation in a systemic context.
We discuss that the concept of Dynamic Capabilities - Sensing, Seizing and
Transforming - is adherent to analyze public sector innovation, especially open
innovation in government. In this context, the development of these organiza-
tional capabilities contributes to public value creation and can be analyzed
through System Dynamics. We argue that these theoretical fields can be joined
to elucidate complex and non-linear relationships related to open innovation in
the public sector, making possible to scholars and policymakers to understand
aspects of the systemic environment that can increase or decrease the creation of
public value to providers, users, and beneficiaries.

Keywords: Public sector innovation � Open innovation � Public value
Dynamic capabilities � System Dynamics

1 Introduction

The concept of Open Innovation was developed by Chesbrough [1] regarding the
private sector, meaning that organizations can search for advice or solutions through
collaboration with external actors of the organization. The idea was transposed to the
public sector given the several benefits that may come from open innovation adoption
in government agencies, like awareness of social issues and benchmarking using cit-
izen experience [2]. For instance, the Singapore’s government announced in its 2018
budget that it is planning to develop an Open Innovation Platform where companies
can list challenges that can be solved by digital endeavors.

Currently, the theme of Open Innovation in the public sector has called the attention
of policy makers and scholars [3, 4], with calls for a research agenda [5]. This work
focuses on the organizational dynamic capabilities [6, 7] present in public value cre-
ation [8–10]. This paper is organized in four sections including this introduction. The
second section presents the concept of Public Value. Section three introduces the
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theoretical model of Open Innovation in the Public Sector. The last section presents
final considerations.

2 Public Value

Moore [11] explains that the purpose of public managers is to create public value
according to three essential aspects. First, discern and formulate purposes that aim to
create or improve public value. Second, gain legitimacy and support from its autho-
rizing environment - considering stakeholders with different levels of legitimacy and
power. Third, gain the capabilities needed to achieve goals of public value.

Several studies using Public Value Theory have been conducted [8, 12–15]. We
follow the development provided by Harrison et al. [16], which draws attention that the
rationale of public value concerns to the outcomes of government action related to the
multiples possible types of public value. So, in this work, we understand Public Value
Creation as “producing what is either valued by the public, is good for the public,
including adding to the public sphere, or both, as assessed against various public value
criteria” [17].

Another relevant aspect of Public Value is related to the perception of the effects of
the organizational action. This perception might be diverse regarding the different roles
several actors or groups may have, and also can variate in time. In this sense, gov-
ernment officials - acting as representatives of citizens - assess and prioritize the
demand for service delivery through stakeholders’ networks, creating public value [18].
Indeed, the public value notion also tackles a need for more recognition of the legit-
imacy of different stakeholders, as well as relies on its governance arrangements [14].

According to Freeman [19], stakeholders can be seen as “any group or individual
who can affect or is affected by the achievement of the organization’s objectives.”
Although the stakeholder view [19–21] was developed within a global vision of the
organization, its use can be focused on specific situations in which the stakeholders
take a position regarding an issue and are interested and can express a preference, such
as in the case of corporate innovation projects [22, 23] or open data projects [24, 25].

This notion is important because often public managers find themselves challenged
with a variety of stakeholders that might help them to accomplish the benefits of open
innovation, but at the same time these stakeholders can also be seen as a risk if not
correctly administrated [26]. For instance, Gonzales-Zapata and Heeks [27] explain
how the different stakeholders and their perspectives on Open Government Data ini-
tiatives can be analyzed in a given context related with the nature, the drivers and
benefits and the main actors of the initiative. In this way, using Open Government Data
programs as a way to understand Open Innovation in the Public Sector, we follow the
model developed for Dawes et al. [28]. The authors explain that stakeholders can be
both internal or external to government and present a model that comprehend three
main stakeholders groups:

(a) Providers – include government leaders and agencies in charge of Open
Government Data initiatives - elected officials, managers and sometimes organi-
zations that work as benchmarking in the field - promoting and pushing Open
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Government Data initiatives forward. In synthesis, Political Leaders and
Administrative agencies;

(b) Users – comprise Open Government Data users with the expertise to understand
and analyze the open data, developing commercial and non-commercial appli-
cations. In synthesis, transparency advocates and Civic technology community;
and

(c) Beneficiaries – include both individuals and organizations who adopt, buy, and
use the products and services that Open Government Data initiatives have made
possible. In synthesis, Consumers of open data products and services [28].

Based on Oliveira and Santos Jr. [29], we argue that the creation of Public Value
can be a result of organizational capabilities, that will be perceived in several ways by
different stakeholders at a specific moment in time, which in turn can start new pres-
sures between the organization and the environment, resulting in predictable and in
unpredictable changes in the public value delivered to society.

As said by Harrison et al. [16], conditions concerning public value “involve
complex, non-linear relationships among diverse stakeholder groups and potential
feedback loops,” allowing us to bring to the discussion complex principles. In the next
pages, we detailed a model (Fig. 1) with the use of the concepts of System Dynamics
and present an analytical framework to the dynamics of open innovation in the public
sector regarding public value creation.

3 Open Innovation in the Public Sector

Given the complexity of public sector innovation theme, some researchers indicate the
use of a systemic approach to analyze it [29]. In a work that verifies what value does
information technology generates in governments, Pang et al. [30] show that among
resources and results there is a set of organizational capabilities which allow the
transformation of inputs into outputs. We think that these capabilities can be adapted to

Fig. 1. Open innovation in the public sector, based on Oliveira and Santos Jr. [29].
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demonstrate how public managers can generate public value through open innovation
in the public sector. Following we described these capabilities.

3.1 Sensing Capability

In the explanation of the dynamic capabilities, Teece [31] comments that sensing (and
shaping) is related to scanning, learning, and creating new opportunities. The author
calls attention that two main classes of factors affect this capability. First, the access to
existing information. Second, new knowledge or new information. This view is
adherent to Moore’s proposition related to the role public managers should have in the
directions off its agencies - discern and formulate purposes with intent to create or
improve public value [11].

Teece [31] explains that there are constraints regarding forces that exist in the
environment, imposed by laws, regulators, standard bodies, ethics, etc. So, the “rules”
that conduct the organizational action are the result of co-evolution and complex
interaction between the ecosystems participants [31]. The same statement appears in
the work of Rhodes [32], to whom the understanding of these “rules” might explain
how public managers and the systems they act could be positioned to adapt to new
circumstances and achieve improved outcomes through innovation.

Although the public value is pointed as a differential on innovations in the public
sector compared to the private sector [33, 34], the limited literature on the verification
of the results of changes and innovations in the public context calls attention [35, 36],
since the main driver for public sector innovation is to create public value [37, 38].

We argue that the system dynamic view can be used as an approach to comprehend
this phenomenon and realize the analytical system needed to sense and shape oppor-
tunities regarding the environment set. Thus, we used Sensing Capability as Stock
Variable and based on the work of Teece [31] described its Flow Variables in:

• R&D and New Technologies – Processes to direct internal R&D and select new
technologies from the environment set [31];

• Innovation – new ideas, processes and objects generated or developed with the
intention to create public value [37, 39, 40].

For example, the Portal de Datos Abiertos de la Justicia Argentina (http://datos.jus.
gob.ar/) is a judicial open data portal that aggregates 51 justice organizations in all
country. The initiative is coordinated for the Ministry of Justice and Human Rights and
is working to provide judicial statistics in open and re-utilizable formats. The action
demonstrates that some agreements had to be done in order to make possible the
innovation go through the courts. In the case, the Ministry of Justice and Human Rights
assume a leading role to create environmental pressure that made possible to the justice
organizations the development of new capabilities related to innovation.

3.2 Seizing Capability

Teece [31] explain that when a new opportunity is sensed, new products, services or
process must be developed to address it – triggering strategic choice about technologies
and resource allocation. The author also comments that addressing opportunities
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comprises preserving and improving technological competences to achieve acceptance
and that the “design and performance specification of products, and the business model
employed, all help define the manner by which the enterprise delivers value” [31].

We argue that the seizing capability is related with the legitimacy and support
public managers have from its authorizing environment and also about the capabilities
needed to achieve goals of public value, either within their own organization or by
outside parties [11]. In this context, seizing is related to the business model public
managers are conducting and how they communicate and receive feedback from
several stakeholders. We used Seizing Capability as Stock Variable and based on the
work of Teece [31] described its Flow Variables in:

• Business Model – Technology and product architecture; Targets; Mechanisms to
capture value.

• Decision-Making Protocols – Inflexion points and complementarities; Risk
aversion.

• Engagement – Asset specificity calibration; Stakeholders management; Leadership
and communication; Culture. [31].

For instance, Dawes and Helbig [41] consider that transparency initiatives usually
serve one of two goals. The first is related to offer citizens and other stakeholders a
vision of what governments are doing and how it is functioning regarded the
accountability of decisions and actions of elected officials and public agencies. The
second is to present government data, making possible to generate social and economic
value. In this respect, the Research and Documentation Centre of the Ministry of
Security and Justice of Netherlands develops an initiative to share judicial data,
improving transparency and developing collaboration and participation with other
parties, and at the same time deals with the restrictions of the privacy protection
principles and laws [42]. As Meijer, Conradie, and Choenni [42] explain that the
Research and Documentation Centre developed a procedure to make decisions about
open its data to the public (removing all privacy sensitive data), that under some pre-
determined conditions permitting scientific organizations to have access to some
privacy-sensitive research data. It was a new business model that provided new
decision-making protocols and made possible the creation of engagement between
agency and its stakeholders, leading way to public value generation.

3.3 Transforming Capability

To Teece [31] transforming is about the continuous alignment and reconfiguration of
tangible and intangible assets, where success in the past will lead to the organization
evolve in a path-dependent way. We argument that these characteristics can be seen as
public manager action regarding the increase the quality or quantity of public activities
per resource spent, and reduce the costs used to achieve current levels of production [11].
In this context, public organizations may tend to limit their investment in innovation that
is well known and close to the existing asset base, as well as to minimize internal conflict
and to maximize productive exchange inside the organization [31].

Another aspect this capability highlights is related to the Public Value Creation. As
Meynhardt [43] explains the creation of Public Value is subjected to individual
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evaluation. So, in this work, we understand that the public service is delivered, but the
Public Value is perceived for the different stakeholders. We used Transforming
Capability as Stock Variable and based on the work of Teece [31] described its Flow
Variables in:

• Specialization – Structures; Integration and coordination skills development;
Strategic fit;

• Governance – Incentives; Agency issues; Strategic monitoring;
• Knowledge Management – Learning; Knowledge transfer; Know-how integration.

[31].

For instance, the Chamber of Deputies of Brazil developed a project dedicated to
open parliament practices. In this case, a new structure (the Hacker Lab) uses open data
and collaborative tools as a way to access external knowledge and create engagement
outside the government boundaries, promoting democratic discussions regarding the
legislative policy agenda [44].

The Model (Fig. 1) depicts the existence of three reinforcement feedback loops.
The First (R1) is related with the Sensing Capability influence in the Seizing Capa-
bility, meaning that the government action will start with the recognition of the new
aspects (technologies and innovations) that will be shaped through the organizational
action (business models, decision making and engagement). The second feedback loop
(R2), is related to the action of transforming this new aspects, in interaction with the
other two capabilities (Sensing and Seizing). The last feedback loop (R3), deals with
the result of the interaction of the three capabilities (sensing, seizing and transforming)
in a way to deliver public value to the stakeholders of the public organization.

4 Final Considerations

This article addressed the phenomenon of open innovation in the public sector, in order
to understand its dynamics concerning public value creation. Much has been said about
the role of innovation in the public sector [9, 10]. However, it is true that the current
challenges imposed on the public administration reveal the need for a new attitude for
both governments and society [29], including to contribute to the generation of inno-
vations in government and public value to society.

We argued here that Sensing, Seizing and Transforming can be seen as organiza-
tional capabilities that might explain how open innovation in government occurs. As a
next step, empirical research might assist in shaping the framework, as well as
computer-based modeling may make possible a deeper comprehension of the
phenomenon.
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Abstract. In the traditional financial sector, players profited from information
asymmetries. In the blockchain financial system, they profit from trust asym-
metries. Transactions are a flow, trust is a stock. Even if the information
asymmetries across the medium of exchange are close to zero (as it is expected
in a decentralized financial system), there exists a “trust imbalance” in the
perimeter. This fluid dynamic follows Hayek’s concept of monetary policy:
“What we find is rather a continuum in which objects of various degrees of
liquidity, or with values which can fluctuate independently of each other, shade
into each other in the degree to which they function as money”. Trust-enabling
structures are derived using Evolutionary Computing and Topological Data
Analysis; trust dynamics are rendered using Fields Finance and the modeling of
mass and information flows of Forrester’s System Dynamics methodology.
Since the levels of trust are computed from the rates of information flows
(attention and transactions), trust asymmetries might be viewed as a particular
case of information asymmetries – albeit one in which hidden information can
be accessed, of the sort that neither price nor on-chain data can provide. The key
discovery is the existence of a “belief consensus” with trust metrics as the
possible fundamental source of intrinsic value in digital assets. This research is
relevant to policymakers, investors, and businesses operating in the real econ-
omy, who are looking to understand the structure and dynamics of digital asset-
based financial systems. Its contributions are also applicable to any socio-
technical system of value-based attention flows.
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1 Introduction

A common concern among finance professionals, who usually make money by having
access to privileged knowledge and special relationships, is how is it possible to do
business when information asymmetries are close to zero—in shared distributed ledgers
and blockchains, data is either public or available given proper authentication. By using
examples from actual economic activity (in international trade and digital commerce)
we can illustrate how the intuition of a trust imbalance may serve as starting point in
the analysis. We define the concept of “trust asymmetry” in terms of dissimilarities in
metric entropy (e.g. Kolmogorov Entropy) or as in this case, using symbolic regression
complexity – which can be described in terms of the shape of a data space, and, the
dynamics of vector fields.

Even if the information asymmetries across the medium of exchange are close to
zero (as it is expected in a decentralized financial system), there exists a trust imbal-
ance. And there are different levels of trust among trustful parties: naturally, a merchant
will trust a local broker more than its foreign counterparty. Therefore, whoever can
level-up trust provides a valuable financial intermediation service—at least until the
system becomes mature. Ultimately, we will be able to answer questions such as: are
the nodes running blockchain software essentially a material expression of people’s
beliefs? Particularly, is the “belief consensus” the fundamental source of intrinsic value
that can be measured by intangible attention flows and tangible transactional activity?

2 Literature

An ideal scenario to study trust asymmetry is the case of a cryptocurrency fork, where
at t = 0 one may assume equal conditions for the two chains (although in practice this
is hardly the case, since the different fractions have already grouped around their
preferred coin before the split, financial futures may have been trading already, and so
on). In our paper on Crypto Economic Complexity [1], we argued that crypto
economies tend to converge to the level of economic output that can be supported by
the know-how that is embedded in their economy—and is manifested by attention
flows. And, since a fork is really an event at the macroeconomic level (for instance, the
economy of BitcoinCash vs the economy of Bitcoin), the aggregate demand for output
is determined by the aggregate supply of output—there is a supply of attention before
there is demand for attention. The socio-technical modeling of mass and information
flow has usually been implemented in econometrics, industrial, and, policy planning
circles, using Jay Forrester’s System Dynamics methodology [2].

3 Methods

Data for this section includes digital assets historical monthly returns (Coincheckup.
com), and daily time series for on-chain metrics (Coinmetrics.com), and, off-chain web
and social analytics (EconomyMonitor.com and click-stream data providers). The
period of study is August 2017 to January 2018.
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3.1 The Characterization of Flows

When a blockchain split event occurs, a race (competition) for attention begins.
Demand stars flowing from search engines, price trackers, faucets, wallets, educational
sites, and the many services that support a crypto economy. One such event occurred
on August 1st 2017, when the Bitcoin blockchain forked, creating two competing
digital assets, BTC and BCH [3]. We obtained monthly data for 177 of those web
services, specifically, the share of usage of each service towards two of the official
communities in both networks; this off-chain activity acts as an inferential sensor, an
indication of interest and trust. The sources were the largest contributors in the six-
month period, their share is weighted by contribution. Due to its ability to identify and
focus on driving variables, Symbolic Regression can build models from data sets that
have more variables than records (these are commonly known as fat arrays, and most
non-evolutionary machine learning techniques find issues to deal with them) [4].
Therefore, we apply genetic programming for dimensionality reduction purposes, and
to build the predictive models that can provide insight into the shape of the trust data
space.

The mechanism for generating input variables takes into consideration that the
financial activity logged in the blockchain is the expression (e.g. a conversion event) of
the consumption, flow of attention, and commitment of resources in enabling networks
such as the web and mesh IoT. For instance, when a web browser creates a request (e.g.
GET/HTTP) a Java-based application logs the hits, detects the device type (mobile or
desktop), and other features included in the user-agent header. Also by looking down in
the stack to the routing level, ISP data is used to obtain geographical origin, redirect
path and destination.

Fig. 1. Bitcoin, family of models (532 unique models). The period of study is August 2017 to
January 2018.
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Bitcoin. In total, 532 models were generated, with the majority of those (55.1%)
containing at least three variables. The modeling process explores the trade-off between
model complexity and model error (1-R2). This is illustrated in the ParetoFrontLogPlot
which displays each of the returned models’ quality metrics, complexity, and accuracy.
The models denoted by red dots are all optimal in the sense that for a given level of
accuracy there is no simpler model or, conversely, for a given level of complexity there
is no more accurate model [5] (Fig. 1).

BitcoinCash. In the BitcoinCash case it is more difficult to determine what the
dominant best models are, this is confirmed by the number of models with relatively
high error, and the higher dimension and larger number of possible variable combi-
nations (50 models use 5 variables, wherein the Bitcoin case no model had more than 4
variables).

4 Analysis

What we would like to understand from the shape of the data is what are those factors
which variability has a noticeable impact on actual investor expectations changes, as
measured by price returns–even if those sources are not among the largest traffic
contributors to the crypto economy. We would also prefer to focus on the models in the
knee of the Pareto front since those represent the better trade-off between complexity
and accuracy.

For Bitcoin, the model with complexity equal to 22 becomes informative. It con-
tains a metavariable (laser.online * vKontakte) that appears in 6.6% of the models, and
one of the variables from that specific metavariable construct (laser.online) appears in
some form in 4 of the 6 finalist models. This is notable because while the other two
variables in the model are a proxy for demand (the largest social network and search
engine in Russia), usage of laser.online actually has investment implications – that
service was a famous bitcoin scam and Ponzi scheme, where BTC holders actually
invested and lost funds [6]. The p-value for the metavariables considered in the analysis
is under 0.03, as shown in Fig. 2.

In the BitcoinCash economy, the drivers are notably different, and the complexity
of the models tends to be higher. The fact that the independent variables are different
than those that drive BTC returns speaks for the structurally different constitution of
both economies: users of different services both consume investment information and
have a preference to trade in different exchanges, such as Korea-based Bithumb. Some
are even different people, as demonstrated by the fact that they seek information in
Yahoo and social validation in Facebook, not in Yandex and vKontakte. The higher
information content of higher complexity models may also induce over-fitting in the
presence of noise.

What is notable is that the flows are diverse in terms of data sources, with
everything from due diligence resources to entertainment—in other words, the idea that
cryptocurrency market formation is only fueled by financial speculation is misleading.
Each of these economies is a living organism that has a distinctive evolution that can be
measured from the inception, or, from the time of the fork. And as complex organisms,
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they may have different levels of viability depending on the connectedness, influential
actors, and risk present on their associated networks.

4.1 Trust Asymmetry: The Quantitative Approach

Shape. The comparison of the development of symbolic regression expressions over
generations provides the first proof of dissimilarity between the crypto economies;
consistent with the nascent stage of the BitcoinCash economy, twice as many gener-
ations are required to model the returns as a function of inflows when compared to the
more mature Bitcoin economy (see Fig. 3).

Furthermore, it is possible to map the asymmetry of trust using a combination of
multidimensional scaling, a statistical technique, and topological data analysis [7] a
novel type of econometric analysis which complements the standard statistical mea-
sures and has been used to detect early warning signals of imminent market crashes.

We begin by selecting functions from the Model Selection Report with complexity
at the same accuracy level (e.g. 10−4). Secondly, we draw a graph where a set of
vertices (v1, …, vN) is an element of V connected by M edges (e1, …, eM) that are
elements of E, where the length of each edge, (l1, …, lM) are elements of L. The edges
mirror complexity values, giving rise to a complexity space (in our case, a trust space,
since at least one model included in the subset contains a variable that is a direct
expression of investor’s financial commitment – such as the use of a cryptocurrency
exchange). Figure 3 (bottom) shows a tangible representation of the trust imbalance
concept. By comparing the edge lengths (Euclidean distance) and complexity values
using a ratio of the form distance/complexity, we find that the median distance is
0.00235542 for Bitcoin and 0.000860686 for BitcoinCash. The counterintuitive finding
is that although the Bitcoin economy is more complex in macroeconomic complexity
terms (diversity, and ubiquity of services), during the stage of formation of the com-
peting BitcoinCash economy the complexity of models required to describe it is higher,

Fig. 2. Bitcoin returns as a function of off-chain activity, selected models (significance level
0.03). August 2017 to January 2018.
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given a similar level of accuracy. That is, even in terms of structure, the older economy
is in a relatively steady state in relation to the new entity.

Dynamics. To model the dynamics we make use of Forrester’s System Dynamics
approach, a tool familiar to econometricians and policymakers. If we simplify to obtain
the form of a two-sided system (what one economy loses the other gains) and focus on
the flows in one direction, the schematic is as shown in Fig. 4 (left). The “goal” is an
implicit input to the top component, and the flow of attention (with a gauge that implies
a variable rate of action) is an input to the stock component at the bottom; the feedback
loop represents information about the state of the level of trust.

Fig. 3. Evolutions (top). Shapes of the complexity space (bottom). Left: Bitcoin. Right:
BitcoinCash.). August 2017 to January 2018.
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In analytical form, the general equation that describes the stock component is

level ¼
Z m

n
R in�flowsð Þ � R out�flowsð Þ ð1Þ

Where n, m denote the complexity boundaries; we integrate over time, since we are
measuring usage per month. The outflows are implied, and not shown in the graph, but
we assume that whatever attention BitcoinCash is losing, Bitcoin is gaining –although
in practice there might be as well leakages towards other competing forks.

As a case in point, at complexity level 11 (the worst error is what matters) BCH
returns are driven by inflows into the BitcoinCash economy.

BitcoinCash1 ¼ �0:13þ 4:27 � 10�6

github

� �
: ð2Þ

And outflows can be described by the Bitcoin economy gains.

Bitcoin1 ¼ 4:80þ 2:90 � 10�2

duckDuckGo

� �
: ð3Þ

At the same level of complexity the error measure associated to the Bitcoin model
(0.04) is lower than for the BitcoinCash model (0.283); again, the result demonstrates
the behavioral traits of the economic agents, as you would expect attention flows
towards a software code repository (Github) become a factor for the newer coin, while
the more established coin has higher visibility in organic channels (in this case,
duckDuckGo, a search engine popular among developers). This formulation encap-
sulates tacit knowledge since the model includes information in people’s heads (e.g.
search patterns are revealed preferences, but are private to the user until the data is
mined).

Fields Finance. Anotherway to analyze the condition of asymmetry is by looking at trust
imbalances among the same set of variables. In this manner, we force the evolutionary
algorithm to choose the best model that simultaneously contains both variables, and that
allows for the flow to be visualized on a higher dimensional space (e.g. a vector field).

Fig. 4. Level of Trust (left). Gradient field over the unit square (right). September, October and
November 2017 (usual order).
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Tomake the streams fully descriptive of the path tomaterial economic activity (not simply
market sentiment) we use blockchain fees rather than returns, and time series of daily
usage data rather than share of inflows; the off-chain data expressively includes variables
related to transactional activity (e.g. cryptocurrency exchanges, cryptocurrency payment
platform formerchants). This allows for a better description of the causal relationship, and
facilitates additional verification using forecasting methods such as bivariate Granger
causality [8].

The resulting inflow equations are arranged into a field of the form given by

FeesBCT ;FeesBCHf g ¼ f X1;X2ð Þ; g X1;X2ð Þf g: ð4Þ

Where X1 refers to huobi.pro, a Chinese exchange; X2 refers to coinpayments.net, a
payments platform.

We slice the data by month (from September to November), to focus on the periods
of analysis that are of interest – where we want to study the persistence or the break of
trust symmetry. We obtain 6 equations in total, 2 for each month (each one describes
how usage of the services under study may predict the movements in BTC or BCH
fees). To obtain the rate of change of inflows levels (rather than levels themselves) we
use the expression (1) applying a derivative at both sides and without other modifi-
cation than assuming outflows equal 0; this requires that we compute the gradient of the
field. The results are plotted in Fig. 4 (right), where X1 is the component in the
horizontal axis. The flows give rise to a field. The f term (blue) and the g term (brown),
each is expressed by vectors with components X1 and X2. We see how in September the
vectors almost cancel out each other, however, the effect of consumption on BTC is
leading –in fact, that month neither the exchange or the shopping cart solution show
flows that are meaningfully correlated to the BitcoinCash economy. The economy of
BitcoinCash actually becomes relevant to these services in October; as for Bitcoin, fees
behavior is better described by the rate of exchange usage in October and by the rate of
merchant service usage in November. The flows are mapping the belief consensus of
the users of each coin. The transition from September to October marks the phase
change in trust dynamics (when the new coin adoption actually kicks off among the
general public).

5 Conclusions

Digital assets detractors usually say that there is no proven demand for cryptocurren-
cies, but it has been demonstrated that demand not only can be measured but that
crypto-economies and their driving variables can be ranked as demand evolves [1].
And since in blockchains transaction count and exchange volume can be manipulated
by batching transactions and other artifacts [8], one of the viable measures of value
might be actual supply and demand of attention. Furthermore, if crypto assets defy the
“Efficient Market Hypothesis” and the idea that all available information is encoded in
prices, something more profound may be going on here: beyond any of the traditional
definitions of utility, disintermediation of trust by itself might entail a premium. In that
case, the value of the chain may reside on the chain itself: the nodes running the
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software are simply an expression of people’s beliefs—being that the belief that the
market can be manipulated for personal gain; that it is about time to challenge the
government monopoly on money; that algorithmic money might be the more conve-
nient utilitarian artifact to conduct transactions if you have already digitized a large part
of your day-to-day activities; or else. This belief consensus is a human-machine con-
struct, and perhaps this is why economists who are not trained as technologists have a
hard time grasping the implications of a blockchain financial system. And, a more
fundamental question about value arises: as the trust asymmetries between crypto
economies reveal a structural divergence in value perception, could this paradigm
provide incontestable proof of value in digital assets, including those with enhanced
privacy features which by default make key transactional data opaque or unavailable?
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Abstract. The relationship among various entities in the socio-
economic systems is an important part of complexity research. Here we
combine the general gravity model and minimum reverse flows idea to
propose a general framework to reveal comprehensive relationship among
entities with intimacy and hierarchy based on flow data among entities.
Besides, we apply this method to comprehensively analyze international
trade network and population migration network. Based on the empirical
flow data, we calculate the effective distance among countries and rank
or grade of countries, which could reveal the true relationship among
them. The countries in global trade are clustered but not hierarchical,
while the relationship among countries in international migration is just
the opposite. They are hierarchical and not clustered.

Keywords: Relationship among countries · General gravity model
Minimum reverse flow · International trade · International migration

1 Introduction

The relationship between various factors is an meaningful feature for complex
socio-economic systems. To reveal the relationship of factors based on real data
is a interesting issue, attracting researchers’ attention. For example, the causality
relationship of energy consumption and GDP [1], the relationship between stock
prices and exchange rates [2], economic growth and economic development [3],
financial development and economic growth [4]. Comparing to the connections
and roles between detail factors, the relationship among integrating entities is
neglected often. And this kind of comprehensive relationship, such as the rela-
tionship in between countries, is especially important for discovering some of the
world patterns [5].

It is significantly useful to reveal the true relationship among countries in
order to understand the global economic, politics and culture. Besides that,
based on reliable analysis, countries’ development trends can be predicted, which
c© Springer Nature Switzerland AG 2018
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can provide advice and suggestions to government agencies for making proper
policy decisions. However, in the socio-economic systems, all countries in the
world are linked, and they connect and intricately interact with each other. The
relationship between countries is complex and has strong dynamic characteristics
which are hard to grasp.

In recent years, certain researchers proposed new skills to map the coun-
tries into the appropriate space, and found some methods to describe the coun-
tries’ relationship more appropriately and intuitively. As a representative study,
Hidalgo et al. build a so-called product space, and each country was being rep-
resented by the spatial point cloud determined by the exported product [6];
Guillermo et al. projected the countries directly at a point in a hyperbolic space
by international trade statistical data with a kind of gravity model [7]. The
essence of these works is trying to understand the relationship in between coun-
tries in worldwide trade.

These works show the relationship among countries visually through actual
data that has a very strong objectivity, but they are not comprehensive enough to
make further analysis and application successfully. More specifically, for example,
they hardly explain the factual existence of inequality in global trade and migra-
tion at all. To make up for this shortage, this paper proposes a new framework
for adding analysis of hierarchical relationships to the discussion of alienation
relations. A systematic method for understanding the true relationship between
nations will be proposed and applied in the international trade and the inter-
national migration. The paper is organized as follows: In Sect. 2, we introduce
the data source and methods used in this paper. Section 3 exhibits the results of
its application for the global trade and the global migration. In the last Section,
the conclusions and discussions are provided.

2 Model and Data Sources

The object we analyze in this paper is a complex network. The nodes of the
network are countries, and the edges are the flows between countries, which can
be trade flow, or immigration flow, or others. We use a general gravity model
to find the effective distances between nations and use the method of minimum
reverse flow to discuss hierarchical relations of the countries.

2.1 General Gravity Model

Newton’s Gravity Model has not only been successfully cited in explaining the
interaction of two arbitrary objects in physics, but has also been successfully
applied in the analysis of certain socio-economical systems, such as commut-
ing [8] and telecommunication flows [9] between two cities, even trade [10] and
migration [11] in between countries. In this paper, we apply a general gravity
model to describe the influence of factors to both trade and migration flows
among countries as follows.

Fi,j = G
(Mi × Mj)α

Di,j
(1)
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Here, Fi,j is the flow from country i to j. Mi and Mj are data of an attribute of
country i and j. It is GDP for the global trade but total population for interna-
tional migration. G and α are constant exponents. Di,j is the effective distance
between i and j and there is Di,j = Dj,i. This kernel concept effective distance
reflects the degree of intimacy and alienation between countries. Countries with
smaller effective distance are more likely to emigrate and international trade. On
the contrary, the greater the effective distance between countries, the less fluent
their immigration and international trade channels are.

In its alternative form using logarithms, we obtain,

logFi,j = logG + αlog(Mi × Mj) − logDi,j (2)

Then, we use the Least Square Method to find the optimum parameters with
Eq. 3.

min
G,α,Di,j

∑
‖Fi,j − (logG + αlog(Mi × Mj) − logDi,j)‖2 (3)

2.2 Minimum Reverse Flow

The sorting or ranking can represent the hierarchy of elements in a system and
there are different sorting methods for different systems [12]. Recently, the idea
of minimum violation ranking based on the complex network provides a general
algorithm which can be widely applied in various fields. Clauset successfully used
that for ranking universities based on the flows of doctorate graduates [13]. We
adopt that minimum violation ranking to minimum reverse flows. The idea is
described in Eq. 4.

min
...π(i),...,π(j)...

S(A) =
∑

i,j

Fi,j × sign[π(i) − π(j)] (4)

There S(A) is the score of the system in sort of A under condition
...π(i), ..., π(j).... Fi,j is the flow from country i to j. The ranking of country
i and j are π(i) and π(j) respectively. sign() is the sign function. If the order
of i is in front of j, that is, the value of π(i) is less than the value of π(j), then
this sign[π(i) − π(j)] is negative, and the contribution Fi,j × sign[π(j) − π(i) is
positive. On the contrary. If the order of j is in front of i, the contribution will
be negative. The idea of minimum reverse flow means to find the optimum solve
A∗ to the minimize S[π(A)] in any possible order A.

A schematic diagram in Fig. 1 can be described more intuitively. The original
network structure will be stretched to a sequence in a case of ranking. All flows
are displayed in the left and right direction. If the order from left to right is a
value from least π to biggest one, then the sum of the flows to the left is required
to be the smallest.

We use the stochastic optimization technique and bootstrap method men-
tioned in the reference [13] to get the π values of different countries, thus deter-
mining the country’s hierarchical position. There is a very simple index ρ to
measure the strength of system hierarchy. The ρ represents the fraction of flow
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Fig. 1. Schematic diagram of minimum reverse flow. (a) The flow networks of 8 sam-
pling countries. Each edge width represents the flow amount from country i to
country j. (b) Optimum order for these 8 countries. From left to right, the ranking
number of the countries increases. The reverse flows which from right nodes to left ones
are shown below the nodes. Minimum Reverse Flow requires to minimize the amount of
that part flows.

Fi,j pointing downward. ρ will get its maximum value under the request of min-
imum reverse flows. When ρ → 1/2, countries have no significant hierarchy. But
ρ → 1 indicates a serious hierarchy.

2.3 Data Sources

The whole description of the data source used in this study is given in Table 1.
The global trade data is from the International Trade Statistics Database of UN
Comtrade. According to the integrity and reliability of the data, we have chosen
the trade situation of 148 countries/regions. The cross-country trade data of 148
countries or regions is downloaded and organized. Besides that, the data of the
GDP of these countries are got from the World Bank database.

The cross-country migration data used in this paper is got from World
Bank. Based on the availability and integrity of the data, we select 153 coun-
tries/regions with the classification. The differences between the bilateral
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Table 1. The data source

Indicator Indicator description Data source

Trade flow
between
countries

Trade statistics
(current US$), 2016

https://comtrade.un.org/

GDP GDP (current US$),
2016

https://data.worldbank.org/
indicator/ny.gdp.mktp.cd

Migrant flows
for other
countries or
regions except
China

Estimates of migrant
stocks 2000, 2010

http://www.worldbank.org/en/topic/
migrationremittancesdiasporaissues/
brief/migration-remittances-data

Migrant flows
for China

For China only has
total Migrant Stocks in
world bank’s database.
China’s bilateral flow
data is from the 2010
Population Census of
The People’s Republic
of China

http://www.stats.gov.cn/

Population Population, 2000–2010 https://data.worldbank.org/
indicator/sp.pop.totl

estimates of migrant stocks in 2000 and 2010 describe the number of migration
flows. Especially for China’s data, we obtained it from the “2010 Population
Census of The People’s Republic of China”.

3 Results

3.1 The Fitting of Gravity Model

We fitted the flows of the global trade and migration data with Eq. 3. The
function could describe both the trade and migration flows very well, and the
R2 statistic is 0.67 for 2016 global trade network and 0.68 for 2000–2010 global
migration network. The Fig. 2 shows that the estimated flows are very close to
the original data respectively.

3.2 Location of Countries in the Global Trade and Migration Spaces

Here with the result of the effective distance matrix, we could locate the countries
in the two-dimensional space with MDS method which projects objects into 2-
dimensional space [14]. The Euclidean distance between countries approximately
expressed the effective distance.

https://comtrade.un.org/
https://data.worldbank.org/indicator/ny.gdp.mktp.cd
https://data.worldbank.org/indicator/ny.gdp.mktp.cd
http://www.worldbank.org/en/topic/migrationremittancesdiasporaissues/brief/migration-remittances-data
http://www.worldbank.org/en/topic/migrationremittancesdiasporaissues/brief/migration-remittances-data
http://www.worldbank.org/en/topic/migrationremittancesdiasporaissues/brief/migration-remittances-data
http://www.stats.gov.cn/
https://data.worldbank.org/indicator/sp.pop.totl
https://data.worldbank.org/indicator/sp.pop.totl
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Fig. 2. Fitting results for global trade and migration flows (by double logarithm scale).
(a) is for global trade and (b) is for global migration. The horizontal axis represents
the original flow data, and the longitudinal axis represents estimated flow amount by
Eq. 3. The R2 statistic is 0.67 for 2016 global trade data and 0.68 for 2000–2010 global
migration data. The blue lines are regressions to the scatter points.

Fig. 3. Approximate locations of countries in the flow network. (a) is for global trade
and (b) is for global migration. The embedding results get from effective distances
between countries by MDS method which projects data from high dimensional space
to the two-dimensional. The closer the two points are, the more effective distance the
corresponding countries have. The color of countries’ name means the direction of
trade/immigration flow, in which red means net outflow and blue means inflow; the
color of dots represents the geographical location of the country; and the size of dots
describes the amount of net flow.

Figure 3 shows the location of countries in global trade network and migration
network. It is obvious that there is more imbalance in the trade network, where
more countries are clustering. Except that, the position of the countries can
show certain relationships clearly. The countries locating in the center position
have small average effective distances with the other countries. Conversely, the
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Fig. 4. The hierarchy of countries under the international trade and migration situa-
tions. The color for each country demonstrates their rankings. If countries have higher
rankings, their colors in the map will be closer to blue, and if countries have lower
rankings, their colors will be closer to red. The yellow ones rank middle. The countries
without available data are in gray.
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countries on the edge are isolated in the global flow situation. The distance
between the countries could be used as a parameter to predict the two countries
are likely to have trade/population contacts.

In detail, France is the country with the smallest average effective distance
to other countries. Italy, Turkey, Germany, China, United Kingdom, and The
United States have relatively small average distance (subplot a) of Fig. 3). In
general, these countries are relatively easier to trade with the other countries in
the world. Among the population migration optimization results, Australia has
the smallest average distance to other countries (subplot b) of Fig. 3). However,
from the embedding result, the world pattern of population migration is uniform
and decentralized.

3.3 Hierarchy of Countries in Global Trade and Migration Network

Figure 4 shows the hierarchy of countries. The color of each country demonstrates
their rankings. Countries are ranked smaller if the colors are redder. Countries
are ranked bigger if the colors are bluer. The yellow ones rank middle. The
countries without available data are in gray.

To some degree, the ranking indicates the net in-flow or out-flow. In migration
networks, for example, USA ranks 132 (Fig. 4b). The immigration to USA is
much higher than the emigration from USA, while the situation is reversed in
China and Colombia, which rank 5 and 9.

The value of ρ in trade flow networks is 0.65, which indicates that the inter-
national trade networks do not have a strong hierarchy. However, in migration
networks, ρ = 0.92. It shows that there is a strict hierarchy. This result indicates
that the factors like migration policy and willingness of immigrants have effects
on the choices of immigration destination, which forms a ranking where migrants
are not likely to immigrate to countries with higher ranks.

4 Conclusions and Discussions

In this paper, a comprehensive and systematic framework for discussing the
comprehensive relationship among nations is put forward. We combine a general
gravity model to find the relationship in between nations and use the method of
minimum reverse flow to discuss hierarchical relations in between countries in
case of international trade and immigration.

Firstly, we find the general gravity model can fit both the international trade
flow data and migration data very well. Compared with other research in relative
literature as [7] where the entity relationship in the network is considered just
connected or not, the advantage of this analytical method is that all accurate
flow data are reserved, which enables more accurate and reliable analysis.

Secondly, with the result of effective distance matrix, we project the countries
in the two-dimensional space with MDS method. It helps to explore the relation-
ship between countries intuitively. The world pattern of population migration
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is uniform and decentralized, and conversely, it shows more imbalance in trade
network, where more countries are clustering.

Thirdly, we rank the countries with minimum reverse flow skill. The result
indicates that the international trade networks do not have a strong hierarchy.
However, countries or areas have a strict hierarchy for global migration.

To be more specific, this paper uses real data to calculate the actual relation-
ship. Obtaining true relationships based on real data is an important concept in
the study of complex systems, especially needing a comprehensive perspective
[15–18]. The relationship in between the countries is extremely important, and
this article is just a preliminary attempt to analyze the scenario.
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Abstract. The use of special operations forces (SOF) in war fighting
and peace keeping efforts has increased dramatically in recent decades.
A scientific understanding of the reason for this increase would provide
guidance as to the contexts in which SOF can be used to their best effect,
and when conventional forces are better suited. Ashby’s law of requisite
variety provides a scientific framework for understanding and analyzing
a system’s ability to survive and prosper in the face of environmental
challenges. We have developed a generalization of this law to extend the
analysis to systems that must respond to disturbances at multiple scales.
This analysis identifies a necessary tradeoff between scale and complex-
ity in a multiscale control system. As with Ashby’s law, the framework
applies to the characterization of successful biological and social systems
in the context of complex environmental challenges. Here we apply this
multiscale framework to provide a control theoretic understanding of the
historical and increasing need for SOF, as well as conventional military
forces. We propose that the essential role distinction is in the separa-
tion between high complexity fine scale challenges as opposed to large
scale challenges. This leads to a correspondence between the role SOF
can best serve and that of the immune system in complex organisms—
namely, the ability to respond to fine-grained, high-complexity disruptors
and preserve tissue health. Much like a multicellular organism, human
civilization is composed of a set of distinct and heterogeneous social tis-
sues, each with its own distinct characteristics and functional relation-
ships with other tissues. Responding to disruption and restoring health
in a system with highly diverse local social conditions requires an ability
to distinguish healthy tissue from disruptors and to neutralize disrup-
tive forces with minimal collateral damage, an essentially complex task.
Damage to social tissue, either through the growth of malignant forces or
large-scale intervention by conventional forces, leads to cascading crises
that spread beyond the initial location of disruption. To prevent such
crises, the healthy functioning of social systems must be maintained by
responding to disruptive forces while they remain small. SOF have the
potential to mitigate against harm without disrupting normal social tis-
sue behavior. Three conditions for SOF to fulfill such a role are identified:
(1) distinctive capabilities of special operators that enable unmediated
interaction with local cultures and peoples, (2) persistent presence and
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embeddedness to foster cultural attunement and mutual trust, and (3)
local autonomy and decision-making of SOF to achieve requisite vari-
ety for sensing and acting on fine-grained disturbances. We point out
the inapplicability of traditional hierarchical control structures for high-
complexity local tasks, which require a decentralized control architecture.
This analysis suggests how SOF might be leveraged to support global
stability and mitigate against cascading crises.

1 Executive Summary

Special Operations Forces (SOF) provide war fighting capabilities that com-
plement conventional forces. A conceptual framework is needed to clarify and
differentiate the role of SOF within the larger military system to aid decision-
makers in identifying when it is necessary and appropriate to utilize SOF and
when conventional forces are better suited.

Here, we propose a correspondence between the role SOF may serve and that
of the immune system in complex organisms.

In organisms, the immune system is composed of many semi-autonomous
components and is responsible for sensing and acting on fine-grained, high-
complexity disturbances that may harm the growth and functioning of healthy
tissue. It must differentiate between self and other by having an intimate knowl-
edge of the character of local tissue, detecting agents and behavior that pose
a threat. When functioning effectively the immune system eliminates harmful
agents without disrupting the normal behavior of healthy tissue.

Much like an organism, global civilization is composed of a collection of
diverse social tissues, each with its own distinct form, way of living, and func-
tional role within larger communities. SOF are uniquely positioned to develop
the knowledge and capabilities to distinguish healthy social tissue and detect
and mitigate threatening forces.

Conventional forces, by contrast, are well suited to external threats and their
use in societal challenges may damage social fabric, leading to disrupted and
vulnerable states.

Three conditions must be met to enable SOF to eliminate threats while
preserving the health of social tissue:

1. Distinctive capabilities and advanced training of special operators – Advanced
cultural and language competencies and experience in making difficult deci-
sions in the face of uncertainty enable unmediated interaction with local peo-
ple. When necessary, they can strike with exacting force.

2. Persistent presence and enduring engagements – Repeated and habitual inter-
action with local communities at both the individual and institutional levels
provides the opportunity to develop necessary cultural attunement.

3. Local autonomy and decision-making – Acting on nuanced information rele-
vant to local conditions engenders the ability to stem local threats. Locally
embedded SOF must have the freedom to behave semi-autonomously, making
many decisions independently of SOF located elsewhere or central command
structures. This requires avoiding the tendency to become bureaucratized.
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The correspondence between the potential role of SOF and the immune sys-
tem in organisms is formalized via multiscale control systems theory and a com-
plexity profile analysis. Ashby’s law of requisite variety sets the lower bound of
complexity a system must possess to survive and prosper. SOF can provide essen-
tial complexity at fine scales, as does the immune system in biological systems.

This correspondence suggests that SOF are uniquely equipped to serve as
a global immune system, acting before threats rise to the level of crises, and
preserving healthy and diverse social tissue functioning. Future policy decisions
will determine the degree to which these unique SOF capabilities are developed
and leveraged.

2 Introduction

Throughout history warfare has involved both large-scale conventional conflict,
in which armed combatants seek to gain physical advantage over their adver-
saries, as well as less conventional operations which focus on high-value targets
or seek to achieve a desired effect through indirect means. The latter have come to
be known as special operations, and they are typically carried out by small groups
and individuals with distinctive skills, creativity, and often equipment. In 1987,
the United States Special Operation Command (USSOCOM) was established to
oversee the nation’s special operations forces (SOF) for both independent and
joint operations.

SOF have their origin in military practice, and only recently have attempts
been made to articulate a theory of the role of SOF [1–3] as a subset of a larger
theory of warfare. These efforts highlight the need for a framework that provides
guidance to decision-makers about when and how to utilize SOF to their greatest
effect, and when other options are more appropriate.

Here, we present a theory of SOF motivated by mathematical and physical
necessity and grounded in complex systems science. We propose a correspon-
dence between the functional role of SOF and that of the immune system in
complex biological organisms, and a parallel correspondence between conven-
tional forces and the neuromuscular system. According to this theory, SOF play
a vital role in sensing and acting in fine-grained, high-complexity environments,
complementing conventional forces that sense and act at larger scales.

The theory brings military theory into contact with a body of scientific
knowledge and inquiry about the behavior of complex systems and, crucially,
the conditions under which they are able to survive and prosper.

The remainder of the article is divided into four sections. First, relevant con-
cepts in the theory of multiscale control systems are reviewed and summarized.
Second, these concepts are applied to clarify the functional complementarity
of the immune and neuromuscular systems in complex organisms. Third, the
functional role of SOF is couched in this theory and brought into correspon-
dence with that of the immune system. Finally, strategy, policy implications,
and implementation challenges are discussed.
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3 Multiscale Control Systems

3.1 The Law of Requisite Variety and Its Limitations

In 1956, W. Ross Ashby formalized in the study of control systems what is known
as the law of requisite variety [4]. In short, the law of requisite variety sets the
minimum number of behaviors, or ‘variety’, a system must have to survive and
prosper in a given environment. As the number of distinct situations a system
encounters increases, the variety of its behavioral repertoire must also increase
in order to achieve desired outcomes—or as Ashby put it: “variety destroys
variety”. This concept is illustrated in Fig. 1. If a system has little variety or
is overly-constrained while being exposed to a large variety of stressors (i.e. a
complex environment), it will sooner or later fail to achieve desired outcomes. In
this article, we will use the terms variety and complexity interchangeably. Thus
an environment with high-complexity is one with a large variety.

The theory of control systems traditionally deals with systems at a well-
defined scale of relevant behavior, and abstracts away details that are presumed
not to be of concern due to the nature of the system or the method of control.
For example, if one wanted to construct a robot that could catch a baseball, one
need not be concerned with the atomic vibrations ongoing within the baseball,
but rather its relevant macroscopic properties like mass, location, and trajectory,
and corresponding control variables like joint angles and positions.

In contrast, living systems are exposed to environments with stressors and
complexity on multiple relevant scales that must be effectively managed to
achieve self-regulation and good overall system health. For example, as organ-
isms we are exposed not only to traffic as we cross the street, but also to micro-
scopic organisms that may find our bodies to be suitable homes within which
to replicate themselves to our detriment. These two sources of stress exist at
scales separated by several orders of magnitude, and our bodies therefore have
different strategies in controlling for their potentially harmful effects.

Thus, the law of requisite variety per se is not enough to account for how,
say, an organism achieves self-regulation in a complex environment with mul-
tiple scales of impinging forces and stressors. Both variety and scale must be
considered for good control in complex multiscale environments [5,6].

3.2 Scale/Complexity Tradeoff

There is an inherent tradeoff between the scale and complexity of behavior in any
system. In order for large-scale behaviors to occur, a large number of components
must work coherently or in coordination. Consider, for example, the muscle
tension that ultimately gives rise to the movement of a limb. If only one or a
small number of muscle fibers become engaged, the scale of the force will be
small, and the limb will express essentially no behavior. However if many muscle
fibers become engaged at once, a larger scale force is produced, and the limb
will change its position—a large-scale behavior is induced through the coherent
activity of many parts.
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Fig. 1. Requisite variety. Panel (a) shows a system (right) being exposed to environ-
mental disturbances (left). The variety of the environment is greater than the variety
of the system, as there are 4 unique disturbances but only 3 unique responses. The
system lacks the ability to respond to the green hexagon, which will disrupt it. Panel
(b) shows a similar case, but where the system variety matches the variety of potential
disturbances—the system has the requisite variety to respond to all potential dis-
turbances. Systems with variety greater than that of their environment also possess
requisite variety.

The flip-side of achieving large-scale effects through coherent behavior of
many components is that those components are not free to behave indepen-
dently, but are constrained by the role they play in the large-scale behavior.
This decreases the variety, or complexity, that can be expressed by the system
at small scales.

We can quantify a system’s variety at a given scale. In a system with N
components that behave independently, the number of states the system can
achieve is the product of the number of states each component can take. For
instance if each component can take on 2 states (a binary system), the number
of total possible states is 2N . More generally, if ni denotes the number of states
component i can take on, the total number of states of the system is

∏
i ni.

The components must act in concert in order to achieve large-scale effect. This
necessarily reduces their degree of independence, and the number of states of
the system, or variety, is less than

∏
i ni. In other words, due to constraints that
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prevent each component from behaving independently, the actual variety is less
than its maximum would be without constraint. Constraints are indicative of
underlying structures that enable large-scale behaviors and variety.

We can summarize the essential tradeoff as follows: demand for variety at
large-scales necessitates the reduction in variety at smaller scales.

For a given system, this tradeoff can be captured and summarized via the
complexity profile (Fig. 2) which represents variety, or complexity, as a function
of scale [6–10]. The ‘shape’ that the complexity profile of a system takes on
reflects its structure and behavior and identifies the scales over which they are
present. When the smallest components of a system behave essentially indepen-
dently, there is a maximal amount of variety at the fine-scale. However, as we
move to larger scales, the independent behavior of all these parts ‘average out’
and we observe no large-scale behavior. When all of the smallest components
move together coherently across the entire system, like the atoms in a baseball
when thrown, we find behavior at larger scales, with variety varying minimally
across scales, and variety at fine-scales being reduced dramatically compared to
the case of component independence. If you know the flight path of one atom in
the baseball, you know them all. For objects like complex organisms, we observe
a mixture of these two modes. The variety at the smallest scales remains quite

Fig. 2. Complexity profile. The complexity profile maps system complexity, or variety,
as a function of scale. Three example cases are shown. In the case of system components
behaving with complete independence (a), there is high-complexity at the finest scales,
but variety quickly drops off to zero, and no behavior is observed at larger scales. A
system in which the components are fully coherent (b) has substantially reduced variety
at small scales. Intuitively, this is because if we know the behavior of one component, we
know them all (i.e. they are constrained). However, this enables large-scale behavior,
as the components behave in concert. Systems with multiscale complexity (c) have
both fine-scale complexity (though less than case (a)) and can produce large scale
behaviors (though not as large-scale as case (b)). This is achieved by some components
behaving in a coherent and coordinated fashion, while others are free to behave semi-
autonomously.
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high (though, less than in the case of complete independence), while many of
the components are coordinated into larger structures that reduce their inde-
pendence, but achieve larger scale behaviors.

The different multiscale behaviors also require different control structures
to enable actions to be performed in response to environmental challenges or
conditions [5]. For large scale behavior, hierarchical control is appropriate. This
is because, on the sensing side, large, coherent external events are detected,
and irrelevant details are filtered out for high-level decision making. On the
action side, unified decisions can be projected to a large number of agents who
behave in concert to achieve a large-scale effect. In contrast, for behavior that
responds to fine-scaled, high-complexity challenges that don’t require large-scale
response, hierarchical control is inappropriate and insufficient. The details lost
as information ascends the hierarchy are precisely the ones relevant to small
scale decisions. Moreover, the projection of operational directives from high-
levels is necessarily insensitive to these low-level details, constraining agents’
behavior and preventing them from responding and adapting to the local context.
Instead, distributed networks of agents with minimal hierarchical constraints
leave small groups and individuals able to make decisions semi-autonomously,
retaining sensitivity to local information and enabling adaptation and response
to these locally-relevant variables.

4 The Immune and Neuromuscular Systems

A familiar example of a multiscale control system with clear differentiation of
scale and function is the physiological system that combines the neuromuscular
and immune systems in multicellular organisms, such as ourselves. The key dif-
ferences between the form and function of these two systems lend insight into
the nature and role of SOF, and that of conventional forces.

The neuromuscular and immune systems operate concurrently in order to
achieve overall system health by responding to disturbances at different scales.
The neuromuscular system detects large-scale events and structures in the exter-
nal environment—dodgeable cars, walkable paths, climbable trees, fall-offable
cliffs—and generates coordinated behavior of the gross physical structure of the
body in order to leverage opportunities or mitigate harm. These faculties operate
in the ‘Newtonian’ macroscopic environment of everyday life to avoid physical
damage and provide the resources necessary for physiological function.

The immune system serves a different, but equally important, function. It
is distributed and embedded throughout the body and its tissues. It contains a
variety of cell types that behave with a large degree of independence—behaviors
are not constrained to achieve large-scale coherence as in the neuromuscular sys-
tem. One of its essential roles is to differentiate self and other at the cellular and
sub-cellular scales in order to promote the flourishing of healthy tissue and elim-
inate or neutralize threats when detected. The cells of the immune system sense
and act locally, without direct instruction from centralized command structures,
though ‘training’ and other functions are centralized in lymph nodes and bone
marrow.
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The distinction between self and other is not genetic, but rather associated
with healthy functioning. Consider a cancerous cell and a bacterium that aids in
healthy digestion. The former would be appropriately identified as other, despite
sharing its genome with the host, and the latter self, because of its functional
harmony with the host.

The body is organized into a collection of heterogeneous tissues and organs
which serve various functions that complement one another, forming a self-
consistent whole. A well-functioning immune system promotes a healthy sys-
tem by minimizing the potential for disruption of local tissue. This is a critical
point: the integrity of the functional tissue is preserved via the action of a healthy
immune system, and a disruption to any of the tissues in the body disrupts their
role and can lead to cascading effects throughout the whole system, including
those cells not directly affected by the disruptor, and perhaps organism death.

Notably, the immune system does not direct the tissue or instruct its behavior
explicitly, but rather creates the conditions in which it can express its distinct
form without harming itself or other tissue.

The essential differences between the neuromuscular and immune systems are
the scales over which they operate, and the degree of independence of compo-
nents that determine the scale and variety. The neuromuscular system operates
with a great degree of coordination among its parts, limiting variety at fine-
scales and producing it at large-scales. The components of the immune system,
by contrast, behave more independently, making decisions locally and maintain-
ing variety at the fine-scales, enabling sensing and acting that preserves good
tissue functioning and avoids disruption.

The immune system cannot catch a baseball, and the neuromuscular system
cannot eliminate a bacterium. The only way the neuromuscular system could
effectively combat a micro-disruptor would be through the destruction of func-
tional tissue, an action with irreversible and often system-wide consequences.

5 Multiscale Military Theory and the Functional Role
of SOF

Much like an organism, our global civilization is composed of a set of distinct
social tissues, each with unique character, mode of internal operation, and inter-
faces with other tissues. Healthy, well-functioning social tissues have internal
behaviors that sustain the individuals composing them, such as agriculture,
goods production, trading and markets, health services, social gatherings and
celebrations, as well as fruitful external interactions with other social systems
such as the buying and selling of commodities, products, and services.

When healthy and functional social tissue is disrupted, opportunities are cre-
ated for malignant forces to gain footholds and grow. This dynamic can be seen,
for instance, in the unintended consequences of the invasion of Iraq, which cre-
ated the opportunity for terrorist networks and other harmful actors to increase
their power and influence as normal life was disrupted and power vacuums were
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created. Moreover, the harm and risks generated by the growth of malignant
forces are not confined to the local area where they first manifest.

Because of our global interconnectedness and interdependence, effects cas-
cade causing disruption in other tissues, leading to a domino effect with no
straightforward mechanism to halt the expanding impacts [11,12]. The recent
and ongoing migrant crisis in Europe and beyond provides an example of one
form such cascading effects can take.

Global interdependency means any large-scale military intervention, by
virtue of disrupting the normal functioning of society, will generate both local
and non-local unintended consequences even when desired effects are achieved.
This is not to suggest that large-scale action is never necessary, but the potential
for generating new crises must be weighed carefully whenever it is considered
as an option. In many cases, action that does not disrupt local, healthy social
behavior is possible, but it requires the right action and agent.

The parallels of the effects of tissue disruption in organisms and in sociocul-
tural systems highlights the need for a ‘sociocultural immune system’—a fine-
grained system for sensing and acting on environmental disturbances at scales
smaller than conventional forces are able. In this regard, conventional forces can
be likened to the large-scale neuromuscular system in organisms. Acting instead
at a small-scale presents the possibility of maintaining healthy social tissue and
allowing it to flourish. Just as for the immune system, this is not a matter of
differentiating ‘native’ and ‘foreign’, but understanding whether an agent is dis-
ruptive to overall health.

SOF are uniquely positioned to fulfill this role, possessing the requisite per-
sonnel, skills, and training. For this to be realized, policies that impact SOF
must be such that they enable their unique capabilities in meeting the high-
complexity demand of local cultural systems. We identify three conditions that
must be satisfied in order for SOF to serve such a role: special operators with
advanced training and distinctive capabilities, persistent presence and enduring
engagements, and local autonomy and decision-making. We discuss each in turn.

5.1 Distinctive Capabilities

Much like the cells in the immune system have special forms and functions to
fulfill their roles, the distinctive capabilities of special operators enable them
to operate in highly complex sociocultural environments. Advanced language
and cultural training allows unmediated interaction with local peoples. Special
operators’ experience in making decisions in the face of uncertainty allow them
to operate in ill-defined ‘gray zone’ conditions.

The need to produce special operators with distinctive capabilities highlights
the role of SOF’s high-selectiveness, and emphasizes the necessity of advanced
training in language and culture in addition to combat. These values are articu-
lated in the SOF truths “Humans are more important than hardware” and “SOF
cannot be mass produced” [13]. Preparing special operators to interact directly
and make difficult decisions in complex psychosocial, sociocultural, and kinetic
environments must be a priority of SOF and their enabling agencies.



Special Operations Forces: A Global Immune System? 495

5.2 Persistent Presence

The immune system is embedded throughout the tissues of the body to develop
and maintain sensitivity to the character of local tissue and respond rapidly to
disruptors [14]. Similarly, persistent presence of SOF allows for nuanced relation-
ships to unfold over time, and for cultural attunement to be developed at both
the individual and institutional levels. SOF embeddedness engenders an under-
standing of normal conditions and a sensitivity to changes in those conditions
and whether they pose a threat. Moreover, presence is necessary for applying
rapid and effective action to achieve desired effects with minimal disruption. Just
as SOF must recognize ‘self’ in multiple contexts, local cultures must not react
to SOF as a foreign entity, i.e. mutual trust must be present, developed through
shared history.

Policies should enhance continuity of interaction between SOF and a given
sociocultural system even, or especially, when there is no immediate or visible
threat. The only way to prevent the growth of malignancies is to be present
and active before they grow. This is reflected in the SOF truth “competent SOF
cannot be created after emergencies occur” [13] and Admiral William McRaven’s
oft-cited comment that one “can’t surge trust” [15].

5.3 Local Autonomy and Decision-Making

As the cells of the immune system sense, decide, and act locally in a decen-
tralized manner, being fine-tuned to the character of their local tissues, so too
must SOF have the ability to sense, decide, and act locally using their nuanced
understanding and experience.

The semi-autonomy of SOF is necessary for requisite variety to be achieved
in interfacing with high-complexity, fine-grained environments and disruptors.

In human systems, these disruptors manifest at the psychosocial and socio-
cultural scales. It is possible to take effective action at these scales to elimi-
nate harmful agents without disrupting healthy social tissue functioning. This
becomes impossible as the scale of a malignancy grows larger: social tissue will
inevitably be damaged by both the malignancy itself and any large-scale force
applied in response.

When the decision-making agent is both far removed from and insensitive to
the the local context, as well as receiving multiple information streams about
which decisions must be made, the sensitivity, nuance, and understanding of
local SOF is lost. Consequently, the ability to stem malignant forces while they
remain small in scale is diminished, and the likelihood of disrupting a social
system either accidentally or out of necessity as the scale of harmful actors
grows larger increases.

To enable SOF to act without disrupting social tissue, the institutions over-
seeing SOF must not over-constrain their behavior. As policy- and decision-
makers look increasingly to SOF to overcome complex challenges, it is critical
that they do not become overly-bureaucratized.
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Imperatives that are communicated to SOF must be guided by their role as a
protector of local tissue function. Protections from the potential for harm to local
tissues, i.e. by civilian collateral damage from operations, must be instituted
in a way that retains local autonomy. Detailed instructions on how to carry
out missions will prevent them from behaving as necessary for success in high-
complexity environments. In technical terms, placing too many constraints on
their behavior will reduce their variety below the (requisite) threshold for sensing
and acting on fine-grained disruptors. The consequences of this are twofold: (1)
SOF will lack the ability to sense and eliminate threats while they remain small,
and (2) disruption and destruction of healthy social tissue becomes inevitable
as malignant forces grow and large-scale intervention becomes the only means
of engagement.

6 Challenges and Implementation

While SOF are uniquely positioned to fulfill an immune-system-like function,
there remain significant challenges to successful implementation. Here we sum-
marize some of these challenges.

Developing SOF who are both culturally and linguistically competent, as well
as able to execute reconnaissance and surveillance and direct action missions
demands significant investment in training and preparation. Moreover, for any
individual operator there is a tradeoff in developing proficiency in any given
domain. However, SOF must be able to perform the entire range of activities,
from sensing nuanced changes in social conditions to taking actions to eliminate
harmful disruptors, to preserving social tissue health.

Fundamental limitations on individual capabilities lead to a need for diversi-
fication of roles of SOF. This is manifest already in different types of SOF, as it is
in the immune system which uses cells of various types, each of which serves par-
ticular roles that complement one another. The relative levels of activity for the
different cell-types vary depending on circumstance; some cells primarily sense
tissue conditions and detect disruptors, while others act to confine and eliminate
harmful agents once they are identified. During an infection rapid clonal repro-
duction (replication) of effective types occurs. Similarly, SOF may embrace and
develop specialization of expertise, and should be flexible enough to adapt force
size and composition in response to changing circumstances.

Maintaining the mental health of special operators must be a priority, and
appropriate support systems should be put in place for this. The high complexity
of tasks translates into the psychological symptoms of stress, depression and
burnout, common in a high complexity society more generally but surely for SOF.
Moreover, adapting to diverse local contexts creates challenges when switching to
home and family environments, a potential component of post traumatic stress
disorder (PTSD). This is a challenge for both the SOF and their families.

Giving special operators a significant degree of autonomy presents challenges
and risks that are distinct from those of conventional command-and-control sys-
tems. Care must be taken to ensure social tissue is not damaged by unintentional
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friendly fire, collateral damage or intentional ‘rogue operators’. The potential for
disfunction is not unlike auto-immune disorders in complex organisms and the
immune system has developed mechanisms for prevention, though no mecha-
nism is failure proof. Local feedback systems including multiple specialized roles
rather than centralized control ones must be in place that put checks on the
actions of operators.The structure of these feedback mechanisms must be the
subject of intensive study.

Rapid growth in recent years has led to institutionalization of SOF using con-
cepts that may be incorrectly adopted from command control military traditions.
Bureaucratization runs counter to the ability of SOF for performing the functions
we have identified. Rather then enabling SOF function as it grows, institution-
alization may result in undermining the effectiveness of SOF as it becomes more
like conventional forces. Alternative structures must be developed. They may be
inferred from fundamental complex systems analyses, including correspondence
with immune system functions or well designed experimentation.

Institutional structures and relationships between SOCOM and other
enabling agencies, including those within DoD, and other departments of the
executive branch such as the State Department, need to be carefully considered.
For example, how the agenda of an ambassador of a given region and local SOF
should interrelate is an open question. If command and control structures do
not appropriately interface with SOF, their unique capabilities will not be uti-
lized effectively. This includes knowing when and, crucially, when not to utilize
SOF to achieve a desired effect. This article is intended to contribute to this
clarification.

7 SOF in the 21st Century

There is no doubt that as a global civilization we will continue to face fine-
grained, high-complexity disruptors that have the potential to grow into larger-
scale malignancies. The only way to combat this is to promote and enable the
flourishing of healthy social tissues. Multiscale control systems theory makes
clear the need for an immune-like system embedded within human social systems.
It must be sensitive to and embedded within high-complexity psychosocial and
sociocultural environments to make decisions locally based on understanding of
a given social system, its nuances, and distinctive qualities.

Like the various tissues arranged into functional organs throughout the body,
cultures and social systems do not all look, behave, or function alike. Part of
a global strategy for the 21st century must be the recognition that cultures
can not simply be ‘exported’ or ‘projected’ onto others without pushback, and
that behavioral diversity at the collective scale is a natural and healthy part of
our human civilization. SOF possess the unique organizational capabilities to be
sensitive to the healthy behavior of these diverse ‘social tissues’, while providing
the direct and indirect action capabilities to neutralize malignant forces when
identified.

Moving forward, a major part of the SOF repertoire must include relation-
ship building. Interpersonal relationships with local individuals form the basis of
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understanding necessary to discern between harmful and beneficial (or neutral)
forces to social health. The ability to perceive and understand local tensions,
grievances, typical and atypical interactions, customs, and other nuanced fea-
tures can serve to generate solutions before the normal functioning of healthy
social tissue is threatened. The highly-complex and fine-grained nature of this
endeavor makes it an unsuitable role for conventional forces – they can not sense
nor act on such a fine scale. A focus on direct action is important when specific
disruptors have been identified, and not otherwise.

SOF is uniquely positioned to serve as a global immune system, keeping the
diverse set of social tissues healthy, and reserving large-scale intervention for
when it is necessary.
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Abstract. Tactical warfare is complex [1]. It requires agile, adaptive, forward-
thinking, fast-thinking, and effective decision-making. Advancing threat tech-
nology, the tempo of warfare, and the uniqueness of each battlespace situation,
coupled with increases in information that is often incomplete and sometimes
egregious; are all factors that cause human decision-makers to become over-
whelmed [2]. Automated battle management aids become part of a solution to
address the tactical problem space—to simplify complexity, increase knowl-
edge, and formulate quantitative analyses of decision options. The other part of
the solution is engineering an adaptive architecture of distributed weapons and
sensors that can act independently or as collaborative systems of systems. This
paper proposes a systems approach to the complex tactical problem space. The
approach is based on a complex systems engineering strategy that views the
decision space holistically in the context of capability enablers for managing
future distributed warfare assets as complex adaptive systems of systems.

Keywords: Complex adaptive systems of systems � Battle management aids
Decision-making

1 Introduction

The ability to optimally manage distributed warfare assets for collaborative operation
significantly increases our military advantage. Recent studies have pointed to an
increasing speed of warfare, emerging threat capability and numbers, and data overload
from a growing number of sensors and networks. This results in challenges to human
decision making when faced with a complex decision space, multitudes of information,
and the fast reaction time required. Automated battle management aids (BMAs) have
the potential to reduce timelines, increase decision confidence, and optimize warfare
resources. This paper describes a systems engineering approach to conceptualizing and
designing BMAs for future military warfare missions. A systems approach views
BMAs holistically in the context of capability enablers for managing future distributed
warfare assets as complex adaptive systems of systems (CASoS).

Automated BMAs are computer-aided decision support systems that are meant to
enhance and improve tactical decisions. BMAs may improve decisions by: speeding up
the decision process; providing greater confidence in the knowledge that decisions are
based on; developing more decision options; providing greater understanding of
decision consequences; developing options with greater probability of success; and
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improving the optimization of resource usage. The military currently uses BMAs to
share and process data to develop operational pictures. However, this paper is focused
on conceptualizing BMAs as envisioned for the future for military operations. A sys-
tems approach integrates the analytic and synthetic methods, encompassing both hol-
ism and reductionism [3]. It emphasizes the interdependencies and interactions between
elements within a system and between systems and their external environments [4].
This paper proposes the necessity of following a systems approach for the conceptu-
alization and engineering of future automated BMAs.

2 Decision Aids for Battle Management

As preparation for conceptualizing automated BMAs, this section characterizes the
types of decisions made for battle management. It discusses how BMAs may be used to
support human decision-makers within a tactical environment. It introduces the concept
of “decision complexity” and the role of BMAs to address tactical complexity.

2.1 Battle Management Decisions

Tactical operations involve a great variety of battle management decisions. Most
decisions involve the use or placement of warfare assets which include platforms
(ships, aircraft, submarines, etc.), weapons, sensors, communication devices, and
people [5]. There are four domains of warfare decisions: temporal, spatial, proactive/
reactive, and the domain of rules and policies. Each of these domains affects the
decision-making process and can lead to increased decision complexity.

Planned or proactive decisions include positioning forces (ships, battlegroups,
aircraft, etc.), stealth operations, offensive attacks, and denying enemy operations
through jamming or other force measures. Examples of reactive or responsive decisions
include defending against an active threat, moving platforms into a defensive posture,
retreating from a threat environment, and assessing battle damage. Effective battle
management must recognize when proactive or reactive decisions need automated
support.

The nature of military decisions shifts over time and can be viewed as hierarchical.
Strategic decisions have a longer time horizon and consider high level objectives—
sometimes spanning years. Planning-level decisions have a shorter time horizon and are
proactive even when arranging a defense. Tactical decisions, the main focus of battle
management, have the shortest time horizon and involve very near-term planning or
proactive decisions as well as reactive decisions in response to enemy actions. Con-
sistency is desired among the three temporal decision domains to effect compatibility
among tactical, planning, and strategic decisions. Likewise, plans and strategies need to
support effective tactical warfare and reflect major changes in tactical threat environ-
ments. Automated BMAs should be designed to support a hierarchical decision para-
digm as well as one that supports and adapts to varying decision time horizons.

One of the results of the hierarchical temporal decision domain is a set of rules and
policies that guide tactical decisions. These rules are one of the methods by which
nearreal-time decisions can align with longer term plans and strategies. The rules and
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policies support effective tactical decisions that are consistent with the higher objec-
tives. BMAs could support dynamic decision-making across the temporal and hierar-
chical domains to enable consistency among levels; consideration of how changes at
various levels might affect other levels; and effective promulgation of guidance across
levels.

A fourth way to categorize battle management decisions is by spatial domain; such
as space, air, sea, underwater, and land. Threats vary greatly in each of these envi-
ronments. Likewise, warfare systems are developed to address specific threat types
which naturally reflect their spatial environment. Naval battlegroups must address
threats in all spatial domains, and at times, simultaneously. BMAs have the potential to
address this complexity through gains in cross-spatial-domain situational awareness
and through the development of decision alternatives that prioritize missions and
engagement strategies.

Ultimately, the battle management decision space fluctuates from simple to com-
plex as operations range from peace-time to multi-domain threat encounters. Examples
of changes to the problem space that affect the complexity of the decision space
include: battle tempo (or reaction time), the number of simultaneously-occurring threats
(or battle events), the severity of the consequences of battle events, the heterogeneity of
threats (due to threat type or spatial domain), and the scope of the event or events (in
terms of area or population affected). All of these operational factors translate into
multi-dimensional variables that comprise a “decision space.” As the decision space
complexity increases, military human decision-makers may become overwhelmed. At
this point, having automated BMAs in place, can support effective decision-making.

2.2 Automated Aids to Support Human Decisions

The amount of information in the battlespace has increased due to more sensors,
networks, participants, reach-back and intelligence. Human decision-makers become
overwhelmed with information and shortened decision times. Automated BMAs are a
necessary capability required for effective tactical decision-making.

Automated decision aids, or “machines,” can support human decision-makers in a
number of ways. Three models for human-machine decision-making interaction are
include manual, semi-automated, and fully automated [5]. The manual decision-making
model encompasses situations in which humans collect and “store” relevant informa-
tion as well as perform the decision analysis (processing and decision-making), in their
heads. This model implies a fairly simple and straightforward decision space in which
the amount of data and number of variants is manageable manually. In the semi-
automated model, the human decision-maker can rely on machines to manage, store,
fuse, and process the input information to display decision analytics. Decision analytics
may consist of knowledge of the battlespace and threats, course-of-action (COA) op-
tions, and quantitative measures of expected event successes and consequences.
Finally, in the fully automated model, the role of the human is to monitor the automated
machine decision processes and to override or change decisions when necessary.

It is important to establish the appropriate mechanism for the type of decision being
made. In general, decision-making can be performed manually when the problem space
is relatively simple and the number of factors to be considered and the amount of
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information is manageable by the human decision-maker. For some types of decisions,
a semi-automated HMI mechanism is most appropriate. This is effective for more
complex decision spaces with potentially critical or dire consequences; requiring the
support of automated BMAs, but with significant human involvement. A fully auto-
mated HMI is appropriate for decision spaces that are complex in terms of large
amounts of information that must be processed and fused; but very straightforward in
terms of the types of decisions being made. Fully automated decision modes are for
peace-time operations where decisions do not have dire consequences or for highly
complex operations where the decision reaction time is too compressed for humans.
Fully automated decision modes are appropriate when there is very high confidence in
the knowledge of the situation. For example, when it is known with high confidence
that a tracked object is in fact an enemy threat target.

A future goal for BMAs is to have the capability to select the appropriate decision
model for the given decision space. Perhaps a flexible decision-making architecture can
accommodate all three human-machine models and apply them as needed. The super-
structure, itself, would be monitoring the decision space and evaluating what kinds of
decisions needed to be made and then determining the appropriate interaction between
the human and machine to make each decision.

2.3 Battle Management: A Complex Endeavor

Battle management operations are complex [6]. The tactical environment can range
from peaceful to highly dangerous with a multitude of varied threats from many
different directions. This translates into a complex decision space for battle manage-
ment. The “state” of the decision space must flexibly shift from linear and straight-
forward during non-threat operations, to highly nonlinear and multi-varied during
combat.

Characteristics of a complex problem space include: complex objectives, complex
environments and/or operations; adaptation; collective behavior; and unpredictable
outcomes of decisions. Each of these characteristics are inherent to tactical operations
[6]. The battlespace presents multiple objectives that are generally inconsistent and
changing. Military systems must weigh their individual battle objectives, such as self-
defense, against force-level missions which may include area defense, stealth opera-
tions, or defense of specific assets. Complex operations are required as adverse and
widely varying environments result in changing target priorities and multiple cross-
spatial domain missions. Adaptation is a required characteristic of warfare systems as
they respond to the complex and changing threat environment. Military operations
must adapt effectively to threats to improve their chances of survival and meet tactical
and strategic goals. The collective behavior of distributed warfare assets must be
properly orchestrated to avoid collisions and friendly-fire incidents; and ideally benefit
from their cumulative contributions. Finally, the unpredictable outcomes of tactical
decisions ranging from misfires to misidentifications to misassessments of battle
damage, result in a problem space made more complex through inaccurate knowledge
and a ripple effect of actions and unforeseen consequences.

Automated BMAs have the potential to support human decision-makers by char-
acterizing the level of complexity in the operational environment and translating this
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knowledge to the decision space. Ideally, a complete and accurate “picture” of the
battle space will provide situational awareness to the decision space. BMAs could
monitor the picture and develop assessments of the complexity characteristics of the
problem space. This knowledge could support effective and timely use of decision aids
as well as enable the effective interplay of human and machine decision-making.

3 A Systems Approach

A high complexity task requires a system that is sufficiently complex to perform it
[1, 7]. Tactical operations present highly complex environments that translate into
complex tasks for warfare assets. This section explores a complex systems approach to
implementing automated BMAs into military operations to effectively address tactical
problem spaces. The previous section characterized the battle management problem
space in terms of decision-making; made the distinction between decisions made by
humans and how automated decision aids can support those decisions; and charac-
terized battle management complexity. This section introduces a way of thinking about
the problem space as a means to conceptualize and ultimately implement a systems
solution.

3.1 A. Viewing Warfare Assets as Resource Systems

The first step in a systems approach is to “view” the problem and solution spaces in
terms of systems. For tactical warfare, this begins with viewing warfare assets as
resource systems. Defining assets (such as: ships, aircraft, submarines, weapon sys-
tems, sensors, communication devices/networks, and jammers) as systems, allows them
to be considered as resources and viewed in terms of their functions, performance,
behavior, structure, and interfaces. It enables quantitative analyses to be performed
based on their characteristics such as location, status, and expected capabilities. As
operations grow in complexity, automated BMAs could perform analyses to determine
the effective use of warfare resources when multiple objectives exist that overlap and
conflict. Warfare resource utilization could, with the aid of BMAs, include forming
collaborations among systems to enable system of systems capabilities to better address
complex missions.

“Multidimensionality is probably one of the most potent principles of systems
thinking. It is the ability to see complementary relations in opposing tendencies and to
create feasible wholes with infeasible parts [4].” By viewing the battlespace as a set of
interacting systems, the ability to exploit their multidimensionality supports collabo-
rative force-level behavior that spans spatial and temporal domains. It enables layered
defense and integrated fire control strategies involving distributed weapons and sen-
sors. BMAs can provide the quantitative analysis to determine collaborative resource
utilization when complex multidimensional objectives exist.

Engineered Complex Adaptive Systems of Systems 503



3.2 Viewing Battle Management Holistically

Complex tactical environments require a holistic perspective to manage warfare
resources from a force level. As the environment becomes more complex, events are
occurring more rapidly and in parallel. The numbers of decisions are increasing as are
the number of courses of actions required. More demands are being made on the finite
set of warfare resources and their missions, objectives, and courses of action are
becoming more interrelated. Gaining a “holistic” understanding of multiple threats and
missions as well as the possible options for addressing them as well as the possible
consequences provides a more effective military response and may be required to
effectively address demanding threats. The idea of battlespace perspective can be
characterized as “decision scope,” or setting a boundary around the problem space and
solution space. A more holistic decision scope includes an area or theater and all threats
and warfare resources in this geospatial area. A narrower decision scope may only
include a particular threat and a particular platform and its associated assets.

Establishing decision scope is both a limiting factor and a necessary enabler. Tac-
tical decisions become more interdependent and “messy” in terms of cause and effect as
the operational environment becomes more complex [8]. Making a particular weapons
engagement decision or sensor tasking decision is simpler when there is one threat to kill
or one area of interest to view. However, narrowing the decision scope to firing a single
weapon system or managing the sensors on one ship, loses its overall force-level
effectiveness when several tactical missions need to be addressed or many threats need
to be prioritized and engaged. The principle of “holism,” applied to decision-making in
this context involves including “simultaneously and interdependently as many parts and
levels of the system as possible [8].” In other words, widening the scope of the decision
space to perhaps consider a tactical area or theater. Determining the decision scope is a
decision in itself. The goal is to design future force architectures that support a flexible
decision scope that can widen as force-level missions become more complex and might
benefit from distributed warfare asset collaboration.

Once a tactical military force faces a complex operational problem space, future
automated BMAs could establish a more holistic and wider decision scope and support
resource management at both the platform and force levels. Ultimately a variety of
automated BMAs could support resource usage at different levels. BMAs supporting
specific sensors and weapons could be orchestrated by a higher level BMA architec-
ture. Thus a system of BMA systems could be implemented.

3.3 Viewing the Decision Space as a System

The decision space can be viewed as a system. By taking a systems approach, it enables
the definition of a boundary, inputs and outputs, functionality, performance, and
structure. Knowledge (or situational awareness) of the battlespace is developed and
maintained as the problem space (or operational tactical picture). It includes tracked
threat objects as well as terrain, weather, defended assets, and all other physical entities
in the real world. A resource picture must also be developed that includes up-to-date
status, health, readiness, and projected capabilities of the warfare assets. The problem
space and resource pictures comprise the primary inputs to the decision space.
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The boundary of the conceptual decision space system surrounds the decision
architecture, and the decision analytics which include decision aids, assessments, pri-
oritizations, alternatives generation, and overall decision management. The primary
function of the decision space system is to develop decision alternatives. These
alternatives provide recommendations to manage the warfare resource assets. Examples
include sensor tasking, COAs, weapon scheduling, and the movement of platforms.
Secondary functions include estimating the confidence levels associated with decision
alternatives and the many types of analyses that feed into alternatives. Examples
include prioritizing threats, wargaming possible consequences, estimating sensor error,
estimating knowledge accuracy and completeness, evaluating operational complexity,
and recommending optimum human-machine decision-making interaction. Outputs of
the conceptual decision space system could include decision alternatives, estimations of
predicted consequences, estimated probabilities of success and failure; and confidence
levels associated with source information, options, and knowledge in general.

3.4 Solution Space: Complex Adaptive Systems of Systems

A final step in this overview of a systems approach to BMAs, is the conceptualization
of the solution space. With a goal of enabling a tactical response to a complex threat
space, the solution space consists of the effective use of distributed warfare
assets/resources. The solution must change in time and adapt as the threat environment
changes. At times an offensive action is the best option, at other times a single platform
can address the threat, and yet at other times, a multitude of offensive, defensive,
collaborative, and autonomous actions may be required, both parallel and in series. The
ability of the solution space to shift seamlessly from simple to complex operations, thus
changing the nature of its system state, is a challenging requirement.

This paper conceptualizes the solution space as a CASoS in which the distributed
warfare resources interact as systems of systems, exhibiting emergent (force-level)
behavior, and adapting to the changing operational environment. This class of systems is
a required solution to effectively address complex tactical problem spaces. Engineering
future warfare systems to behave as CASoS requires a decision architecture and solution
space of automated BMAs that provide the following three capabilities [9]:

1. Adaptive relationships: an adaptive intelligent architecture enables agile interrela-
tionships among the constituent systems that comprise an ultimately adaptive SoS
that can respond to a changing complex environment.

2. A system of intelligent constituent systems: the adaptive emergent behavior of the
CASoS is governed by the self-management of the distributed constituent systems
to collaborate or act independently as the complex situation dictates.

3. Knowledge discovery and predictive analytics: key to the engineered CASoS is the
ability to gain and maintain shared situational knowledge of the environment and
the distributed constituent systems. The knowledge is analyzed to prioritize mis-
sions; develop tasks and courses of action (adaptive responses to the problem
space); and to develop “what-if” and “if-then” predictive scenarios to shape the
synthesis of future intelligent decision and adaptive SoS relationships.
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The decision space must support the conceptualized CASoS solution space. The
decision space for this complex application can be thought of as a system of BMA
systems with holistic force-level management decision aids supporting the orchestra-
tion of lower-level BMAs concerned with specific resource or platform systems. The
holistic-level BMAs could manage the problem space information and focus on high-
level concerns such as evaluating the level of complexity, establishing decision scopes,
and recommending human-machine decision interactions. All of this requires BMAs,
an adaptive architecture, warfare resources that are taskable, and a command and
control culture that supports this systems approach.

4 Conclusions

The battle management problem space is complex and will only continue to grow in
complexity with the addition of more sensors, information, unmanned threats, non-state
adversaries, and advances in technology. To stay ahead of this problem space, a
complex solution must be conceptualized and eventually realized to facilitate fast-
acting and highly responsive warfare utilization. A systems approach provides a
method for addressing the multidimensional and adaptive decisions required by
offering holism, a systems perspective and the definition of the decision space as a
system of systems. It frames the problem as a CASoS and highlights the need for a
decision architecture that enables adaptive relationships, intelligence at the system
level, shared knowledge, and predictive analytics. The effective use of automated
BMAs in support of human decision-making provides the foundation for the CASoS
solution space.
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