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1 INTRODUCTION

Qualitative analysis is the process of systematically identifying, generating, and organizing concepts from data. It has
been widely adopted in many social science disciplines (such as education, sociology, psychology, and medicine), as
well as interdisciplinary areas such as human-computer interaction (HCI) 1 to understand people’s perceptions, feelings,
and nuanced interactions with technology[2].

However, qualitative methods can be challenging, time-consuming, and may lack transparency[9]. The problem is
particularly acute during the process of open coding, where researchers inductively identify emergent codes from
raw data without a preconceived coding scheme. As the first step of qualitative analysis, practitioners and theorists of
thematic analysis (TA)[10, 63] and grounded theory (GT)[23] make frequent use of open coding and agree on its goal:

1For example, the CHI conference itself has increasingly included papers using qualitative methods: 36.7% in 2021, 48.4% in 2022, 48.9% in 2023, 53.9%
in 2024. This result comes from searches in the ACM digital library with the keywords: "thematic analysis," "qualitative analysis," "qualitative coding,"
"qualitative research," "discourse analysis," and "grounded theory."

2024. Manuscript submitted to ACM
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to capture as many aspects, patterns, or "coding moments" as possible. However, the criteria of being "open" and "as
exhaustive as possible" are often inconsistent and subjective in practice[30, 58].

Machine learning (ML) and generative AI (GAI) techniques have the potential to support and improve qualitative
research, but this potential has yet to be fully realized. Past studies have mostly focused on deductive coding[40, 55, 71],
where researchers systematically apply existing coding schemes to new data sets. However, attempts to apply ML/GAI
to open coding have been mostly exploratory. While the HCI literature repeatedly found that humans tend to over-rely
on AI systems and can be easily misled when AI systems go astray[15], commercial providers (such as Atlas.ti) have
already started to provide GAI solutions for open coding. Since all future analyses rely on open coding results, there is
a pressing need for systematic measurement methods on open coding results (or "open codes").

We propose a theory-informed computational method to systematically measure open codes. Theorists of thematic
analysis and grounded theory advocate a team-based approach[18, 24] that depends on multiple coders to find "as many
relevant concepts or interpretations as possible" from the data[22, 24, 63]. Building on this concept, we computationally
transformed each coder’s inductive codes into aCode Space, and calculated the sum of all code spaces as anAggregated
Code Space. This enables measuring individual coders’ results against a team of coders, whose combined codes may
get closer to the theoretical expectation. We propose and operationalize four conceptual metrics for assessing Code
Spaces: Coverage, Density, Novelty, and Divergence.

We demonstrate our method’s potential as a novel computational lens to understand, compare, and evaluate open
codes (from either human or machine coders). Working on two HCI datasets, we computationally measured open codes
generated by five previously published ML/GAI approaches and six mainstream GAI models. We validate the reliability
of our method by 1) comparing its results with human analysis, and 2) statistically analyzing its output stability. By
combining machine measurement and human interpretation, we present an example of a human-AI collaborative
workflow to evaluate open codes, resulting in evidence-based suggestions for qualitative researchers to adopt GAI in
inductive analysis.

2 BACKGROUND

2.1 OpenQualitative Coding

Qualitative analysis enables an in-depth exploration of human experiences by focusing on the nuanced interpretations,
emotions, and subjective experiences that shape individual and social realities [52]. Thematic Analysis (TA) and
Grounded Theory (GT), two commonly used qualitative methods in HCI research[1, 2, 9, 21, 48, 50, 53, 54, 56], both
advocate for open coding as an essential first step to uncover the underlying reasons and processes that drive the
formation and transformation of meaning[52, 62]. However, conducting open coding can be challenging, particularly
when scaling up. Ambiguity[4, 9, 66], inconsistent terminology[12], and insufficient reporting[14] can all obscure how
qualitative analysis was performed, making it harder to assess its quality[9, 49]. Few studies have attempted to measure
or evaluate open coding results based on theoretical expectations, further compounding the challenge.

2.1.1 Expectations of Open Coding. Open coding is a key approach in TA and GT that inductively derives codes from
raw data. It can generate new coding schemes without or in addition to a theoretical framework[24, 62]. Researchers
can then apply the coding scheme systematically on datasets through the deductive coding process[7]. With the
capability of finding novel insights beyond existing knowledge, GT theorists require open coding[22, 24, 62], and TA
theorists advocate for it[63]. Since subsequent analysis depends on the open coding results, without first establishing
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the schemes’ relative completeness, researchers risk entering a biased or unbalanced concept space that would harm
the rigor of qualitative research. It is, therefore, imperative to review the expectations and challenges of open coding.

Many theorists of TA and GT agree that open coding should capture as many aspects, patterns, or "codable moments"
as possible[22, 24, 63]. While open coding is not always required for TA, TA theorists such as Braun and Clarke[10, 13]
argue that the focus of qualitative assurance should shift from accuracy (i.e., the consistency in deductive coding)
to reflexivity (i.e., how the open coding process reflects the underlying dataset). Similarly, coming from an implicit
constructivist epistemological stance, Terry et al. contend that open coding outcomes may be strong or weak, but
cannot be objectively right or wrong. This shift toward reflexivity aligns with GT’s inductive process, which emphasizes
openness to new insights. GT stresses that researchers must continually look for emerging ideas until theoretical
saturation is reached, at which point no further insights emerge[24, 47]. Since the goal is to discover potential ideas,
open codes do not need to be consistent or systematic, and a single example may suffice.

2.1.2 Evaluation of Open Coding. Deriving patterns directly from raw data without a predefined framework is inherently
challenging[43]. This challenge is compounded by the underdevelopment of measurement for open coding and theorists’
focus on researcher quality (qualifications, experience, and perspective) over research quality[23]. Some metrics, such as
validity or credibility, are easier to judge by the data or keep track of[28]. Other metrics are more elusive: for example,
how can we operationalize the expectations of inductive coding - being "open" and "as exhaustive as possible"? Even
when coders identify some valid and credible codes, as Corbin and Strauss acknowledge, they are only some of the
"many plausible interpretations possible from data."

Some scholars have attempted to adopt deductive codingmetrics such as inter-rater reliability (IRR) in open coding[44].
Yet, IRR can only assess consistency between coders. As qualitative researchers may not have or reach the ground
truth, even complete consistency cannot measure the "openness" or "exhaustiveness" of the codes. Most qualitative
researchers who adopt non-positivist epistemological stances believe that[17]: post-positivism believes in objective
truth, yet humans may only approximate it[29, 37]; interpretivism argues that truth is subjective and situated[64], while
constructivism holds that truth is a human construction to understand reality[37, 46]. On the other hand, while a few
scholars have advocated for positivist qualitative research and believe in ground truth [6, 70], it is unclear how such
truth can be reliably identified and validated.

GT theorists have explored another potential pathway of evaluation. Corbin and Strauss proposed two criteria related
to inductive coding: 1) depth, which refers to the richness of descriptive detail that adds substance to findings, and 2)
variation, which demonstrates the complexity of human life by incorporating diverse cases outside of dominant patterns.
However, operationalizing these criteria can be difficult. Traditionally, GT theorists suggest working towards theoretical
saturation, where no new interpretations emerge from additional data, and existing ones are all well-defined with
sufficient variation[23]. Yet, in real-world research contexts, the logic for determining saturation is often inconsistent
and subjective[2, 30, 58], as it is challenging to judge whether coding has truly become exhaustive [32], or has simply
reached a convenient stopping point.

While the absolute saturation may be impractical, TA[18] and GT theorists[24] advocate for a team-based approach.
Analyzing data from multiple perspectives reduces the likelihood of missing key codes or over-interpreting data. By
constantly comparing and contrasting codes from different individuals[18], researchers can open up the analysis to
the scrutiny of other researchers[24], resulting in "new insights [and] increased sensitivity" while "guarding against
bias." Similarly, the GT-inspired general inductive approach[65] suggests merging independent coders’ open coding
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results and checking the proportion of overlapping codes. A low degree of overlap may necessitate more discussion and
further analysis.

Recently, some TA scholars have attempted to quantify “saturation” by counting the number of codes that emerged
throughout the coding process until the curve flattens[38, 42]. However, the work is built on (possibly overly) strong
assumptions about the inductive coding process: 1) duplicated codes do not exist, and 2) researchers will consistently
“sample” from all “discoverable” codes. While this line of work has practical values for predicting the number of
interviews or surveys needed[42], both assumptions are unlikely to hold for human coders during inductive coding. As
ML/GAI models may be systematically biased (e.g., [59, 69]), the issue is only exacerbated for machine approaches.

Informed by the literature, we contribute a theory-driven computational approach to measure inductive coding results,
taking an important step towards addressing the broader concerns about efficiency and transparency in qualitative
analysis. The next section will review existing ML/GAI work on this topic.

2.2 Machine-AssistedQualitative Analysis

Many fields (e.g., computer vision, data analytics, etc.) have widely used ML/GAI methods to label data. Qualitative
coding, whether inductive or deductive, can also mechanically be seen as applying labels (i.e., codes) to a given piece
of data. This section reviews two ML/GAI perspectives for machine-assisted qualitative coding - classification and
generation. While classification naturally fits into deductive coding scenarios with established evaluation metrics, its
potential for inductive coding is intrinsically limited. Generation, on the other hand, has started to pick up traction for
inductive coding. Yet, few studies have attempted to evaluate them, resulting in significant risks for research rigor.

2.2.1 ML/GAI For Classification. From a computational perspective, most current work views machine-assisted
qualitative coding as a classification task, where algorithms aim to produce codes as similarly to human researchers as
possible. More recently, researchers have worked on three classification approaches:

(1) Supervised ML methods that are trained on human-coded datasets. Liew et al., for example, approach machine-
assisted qualitative coding as a “multi-label classification task” using SVMs trained on hand-coded datasets to aid
in social science research. CoAICoder [31] similarly leveraged natural language understanding models trained
on human coders’ work to aid in collaborative qualitative coding.

(2) Rule-based AI systems that extract text-matching rules from human coding results and apply them to more
datasets. For example, [55] and [33] encode human coders’ coding results into rules for AI to suggest codes in
unseen data. The usage of human-readable and editable rules increases the transparency in machine coding.

(3) LLM-based methods that instruct LLMs to label data with a predetermined codebook. For example, [71] used
GPT-3 to label data with a fixed set of codes, thus supporting researchers in deductive coding. Despite the
increased explainability, some evaluation studies have pointed to increased bias as a potential setback[3].

Classification approaches are generally easier to scale and evaluate, making large-scale datasets more accessible.
Given the objective for algorithms to produce human-like codes, researchers have adopted traditional ML and deductive
coding metrics to evaluate algorithm outcomes. For example, Liew et al. used human coding as the ground truth and
applied two commonML metrics: precision, whether the positive predictions of the model were accurate, and recall, how
well the model could identify positive instances in the training set. In Xiao et al., GPT-3’s performance was evaluated
with the inter-rater reliability (IRR) with human coders’ independent coding results.

While the classification approach is more suitable for deductive coding, it has some intrinsic theoretical limitations
for inductive coding. By positioning human coders’ work as "ground truth," classification limits its outputs to labels
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provided by human coders. While this limitation also applies to deductive coding, it is more pronounced in inductive
coding, where coders are supposed to interpret "novel" insights from the dataset. They are expected to keep an open
mind and capture as many codes as possible. As the process lacks a predefined "ground truth," truth-based (such as
precision and recall) or convergence-based metrics, become much less useful (see 2.1.1).

2.2.2 ML/GAI For Generation. Open coding, on the other hand, is a natural fit for generation tasks: the number and
nature of underlying codes (or themes) are unknown before the inductive process. While some scholars attempt to
evaluate the results by matching human expert codes[51, 73], such evaluation underutilizes GAI’s potential, which
could aid researchers in identifying novel open codes for theory building. Two approaches have been more studied:

(1) Topic modeling, an unsupervised ML technique, identifies semantically similar word groups (topics) in text-
based datasets. It has been used for inductive coding in various contexts, such as survey data[5], social media
posts, and online discussions[57]. The resulting topics help researchers focus on key parts of the dataset and
automate coding for future analysis. Despite recent efforts, the difficulty in interpreting and evaluating the results
still limits its power[36, 60].

(2) GAI models have been more recently adopted for open, inductive coding. By iteratively providing data pieces
with relevant instructions (e.g., research questions, coding instructions, desired output format), LLMs can produce
codes that humans find more interpretable and useful [26, 61]. However, they may still miss nuance and struggle
with less linguistically straightforward themes[26, 39], while generating non-grounded results or operating at a
coarser level of analysis[16, 72]. Careful prompt design and prompting strategies are essential to mitigate these
limitations, yet few comparison studies exist[16, 61].

Regardless of the method used, the lack of a "ground truth" and agreed-upon statistical metrics poses a greater
challenge for evaluating open codes. While researchers can assess algorithms’ output based on usefulness or explain-
ability, the subjective measures are labor-intensive. Moreover, those measures may overlook the complexity of inductive
coding. Even if all output codes seem useful or explainable, the algorithm may still miss critical codes without the
evaluators’ knowledge. Similar problems exist for De Paoli and Mathis’s computational measurement, where the
researcher sequentially feeds data pieces into gpt-3.5-turbo until no more codes are found: first, not all codes may
uniformly exist among data pieces. If the LLM accidentally misses a code in the first interview, there is no guarantee
that it will pick up again later; second, the LLM may be systematically biased to miss certain codes throughout the
process.

As such, there is a pressing need to align theoretical expectations of qualitative analysis with practical evaluation
mechanisms for machine-assisted inductive coding. Our work addresses this by introducing innovative, theory-informed
computational methods for inductive coding and a novel computational approach for evaluating these results.

3 MEASURING INDUCTIVE CODES

Informed by literature (see 2.1.2), we developed a computational measurement that 1) aggregates open codes of multiple
human/machine coders and 2) measures each against the aggregation. Using the method, we measured the outcomes of
different ML/GAI approaches on two datasets and compared the first dataset’s results with human evaluation. With
human-AI collaboration, we explored the potential bias of ML/GAI coding approaches. Since part of our method involved
generative AI, we validated its reliability with an output analysis.
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3.1 The Conceptual Method

Following the suggestions of TA and GT, we adopt a team-based approach and measure individual coders’ results
against the aggregation of multiple coders. To achieve that, we proposed a conceptual structure, Code Space (CSP), to
represent inductive codes produced by each individual. The sum of individual CSPs becomes an Aggregated Code
Space (ACS). Using ACS as a reference for evaluation, we proposed four conceptual metrics (Coverage, Density, Novelty,
and Divergence) to measure individual CSP’s relative performance.

Fig. 1. A: A conceptual illustration of an ACS merged from 𝑐𝑠𝑝1 and 𝑐𝑠𝑝2. B: Measuring 𝑐𝑠𝑝1 using the merged ACS as a reference.

3.1.1 Code Spaces (CSP), Aggregated Code Spaces (ACS). Assuming we need to measure sets of inductive codes
𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡𝑠 . We define a Code Space (CSP) as a multi-dimensional conceptual space that covers multiple codes
identified or interpreted from the underlying qualitative dataset, each representing a set of codes. Each code is represented
by a network node and has multiple dimensions related to its conceptual nature.

Combiningmultiple Code Spaces, we get aAggregatedCode Space (ACS) that covers all codes from all𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡𝑠
(Fig 1A). Similar but not equivalent codes are now connected by links and considered as 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 . The idea of ACS
acknowledges that humans may not find all possible interpretations but could still build an "aggregated" set of codes
to come closer. ACS is also a snapshot in time that documents researchers’ current efforts. It can be used to look for
convergence and divergence among the team members, supporting different stages of qualitative analysis. Convergence
may help researchers determine the current consensus and indicate each code’s visibility and importance. Divergence
may reveal underlying biases, different focuses, or missed opportunities for researchers. For example, a recent study
[45] critiques overreliance on consensus building and advocates for more attention to “dissonances, disagreements, and
differences.”
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The concepts of CSP and ACS enable us to measure inductive coding results 𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡𝑠 . While this paper
may have coined the term ACS, many qualitative researchers have long relied on similar ideas and practices (e.g.,
Thomas). Examination of ACS could happen during open coding, when researchers discuss what was discovered and
not discovered by individual team members to help them reorient the next coding batch; during axial coding, when
researchers collaborate to consolidate the ACS into codebooks; and during selective coding, when researchers truncate
the ACS to coalesce around a core category relevant to the research question.

3.1.2 Conceptualize the Evaluating Metrics. We propose four conceptual metrics to measure individual CSPs against
their aggregation ACS (Fig 1B), which will be operationalized in later sections:

• Coverage and Density: How much conceptual space does a CSP cover, and how many codes does it use to
cover this space? Both TA and GT strive for "richness" of codes. In practice, researchers need to strive for breadth
and depth. Breadth means covering as diverse sets of concepts as possible. Depth means the descriptive details
that ensures the concept’s meaningfulness and richness, thus supporting researchers’ further analysis [11, 23].
Combining them, researchers may be able to capture findings with depth and variation, two criteria for evaluating
GT studies [23], to the extent that “nothing has been left out.”[35] On the other hand, not all codes are of equal
interest to researchers. Some concepts are more likely to be grounded in or relevant to the research question.
The metrics must account for each concept’s importance and weigh it accordingly.

• Novelty: How much of the “novel” conceptual space does a CSP include? We define "novel" codes as ones that
fewer than 𝑁𝑜𝑣𝑒𝑙𝑡𝑦_𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 CSPs have included. Most of the time, CSPs will not be (even close to) identical.
Sometimes, a researcher brings in novel ideas or lenses that were missed by others; in other cases, a researcher
could make a slip or inappropriately name a code. Identifying "novel" codes could help us identify either scenario
and support human-human or human-AI collaboration.

• Divergence: How far is a CSP’s code distribution from the ACS? Suppose two CSPs, A and B, have the same
coverage and density. However, A has more codes in common with most CSPs. B, on the other hand, has more
codes in common with no one else ("novel" codes) or few in the group. To detect this at the macro level, we
calculate each CSP’s divergence as the separation from its probability distribution of codes to that of the ACS,
using the latter as a “ground truth.” In other words, the closer a CSP concept distribution is to the ACS, the less
"divergent" it is.

Since our evaluation focuses more on the relative comparison between coding results, it does not directly address
potential issues of groundedness, i.e., whether codes could be reasonably re-identified by another coder from the
underlying data. However, our metrics do provide an indirect pathway for human-AI collaboration: by looking at the
"novel" parts of CSP and/or codes with very few examples, we may be able to identify codes with potential groundedness
issues more easily.

3.2 The Computational Method

The operationalization of our method starts from consolidating 𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡𝑠 into an ACS for evaluation reference.
Each 𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡 should come from an individual machine or human coder. For 𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡 to be treated as
a CSP, each 𝐶𝑜𝑑𝑒 should have a 𝐿𝑎𝑏𝑒𝑙 , an optional list of 𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛𝑠 , and a list of 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠 (i.e. the pieces of data
where the code was identified). In the output ACS, each 𝐶𝑜𝑑𝑒 will have a consolidated 𝐿𝑎𝑏𝑒𝑙 , 𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛, a list of
𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠 , a list of 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 (other codes that are semantically close to this one), and a list of𝑂𝑤𝑛𝑒𝑟𝑠 (𝐶𝑜𝑑𝑖𝑛𝑔_𝑅𝑒𝑠𝑢𝑙𝑡𝑠
that have included one or more variations of the consolidated code). 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 enable the network structure of ACS
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and the derivation of code 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 . Evaluating individual CSPs against the ACS, we can calculate 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 , 𝐷𝑒𝑛𝑠𝑖𝑡𝑦,
𝑁𝑜𝑣𝑒𝑙𝑡𝑦, and 𝐷𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 as overall and cluster-level metrics. For anonymization reasons, we will open-source our
implementation after the paper’s acceptance.

3.2.1 Consolidating the ACS. Overall, consolidating an ACS involves multiple iterations of:

(1) Finding equivalent codes and merge them into one.
(2) Generate a new label and definition for merged codes.
(3) Repeat the process with the new list of codes, until nothing more is merged.

Finding equivalent codes is more complicated than it seems. Human or machine coders often use different phrases to
describe the same or similar ideas. For example, suppose coder A identified "user suggestion," while coder B found "user
suggestions." They are clearly referring to the same idea. Suppose coder B found "user feedback" instead. Are A and B
referring to equivalent, similar, or different idea(s)? To determine that:

(1) We encode each code with text embedding, transforming its 𝐿𝑎𝑏𝑒𝑙 and 𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛(𝑠) into a high-dimensional
vector.

(2) We use cosine distance, a commonly used text similarity measure, to calculate the distance between codes.
(3) We use a hierarchical clustering algorithm to choose merging candidates, since it does not specify the

expected number of results. For each node in the algorithm’s dendrogram tree structure, we apply two input
distance thresholds: 𝑙𝑜𝑤𝑒𝑟 and 𝑢𝑝𝑝𝑒𝑟 .

(a) Different codes: Different codes with a distance above the 𝑢𝑝𝑝𝑒𝑟 threshold will never be merged.
(b) Equivalent codes: Very similar codes with a distance below the 𝑙𝑜𝑤𝑒𝑟 threshold will always be merged.
(c) For codes with a distance below the 𝑢𝑝𝑝𝑒𝑟 but above the 𝑙𝑜𝑤𝑒𝑟 , the algorithm penalizes2 1) the proportion

of non-overlapping examples; and 2) the size of unique examples after merging (compared with the average
example sizes of all codes).
(i) Also equivalent codes: If the distance is below the 𝑢𝑝𝑝𝑒𝑟 after the penalty, the codes will be merged.
(ii) Similar codes: If this is the last iteration, those codes become 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 to each other.

3.2.2 Implementing the Consolidation. We implemented the consolidating process by merging closer codes first and
farther codes later. The purpose is to help LLMs create less general labels and definitions. We will discuss the choice of
text embedding models and parameters in 3.3.3.

(1) We merge codes with exactly the same 𝐿𝑎𝑏𝑒𝑙 ;
(2) We iteratively merge codes with very similar 𝐿𝑎𝑏𝑒𝑙 (𝑢𝑝𝑝𝑒𝑟 = 0.35, 𝑙𝑜𝑤𝑒𝑟 = 0.35). Since codes in this step are

usually very similar, to optimize the token usage, we simply use the shorter one. If the input does not include a
𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛, we generate one for it.

(3) We iteratively merge codes with similar 𝐿𝑎𝑏𝑒𝑙 and 𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛 (𝑢𝑝𝑝𝑒𝑟 = 0.5, 𝑙𝑜𝑤𝑒𝑟 = 0.4).
(4) We iteratively merge codes with similar 𝐿𝑎𝑏𝑒𝑙 and 𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛 (𝑢𝑝𝑝𝑒𝑟 = 0.6, 𝑙𝑜𝑤𝑒𝑟 = 0.4). During the last iteration,

we consider all codes with distances under 𝑢𝑝𝑝𝑒𝑟 to be 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 .

2The idea of penalty comes from our initial exploration, where merging by distance alone could lead to undesirable outcomes. For example, assume the
code "user feedback" is close enough to "soliciting feedback" and "integrating feedback," yet the latter two are far enough apart. If an ACS starts with the
latter two codes, they will not be merged. Yet, by adding "user feedback" to the ACS, a straightforward algorithm will merge all three codes into one,
losing the nuances between "soliciting" and "integrating." To prevent this, our algorithm penalizes "oversized" merging results. For example, since "user
feedback" will likely accumulate too many examples after merging the "soliciting feedback" and "integrating feedback," the distance threshold to merge
into it will be stricter (lower). To reduce merging similarly named codes with different intentions, the algorithm also penalizes the differences between
codes’ examples.
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Each iteration of the merging process is implemented as the follows:

(1) We calculate the penalty coefficient:

𝑝𝑒𝑛𝑎𝑙𝑡𝑦 = 𝑢𝑝𝑝𝑒𝑟 − 𝑙𝑜𝑤𝑒𝑟 (1)

(2) For each pair of codes 𝑥 , 𝑦, we calculate their distance with penalty:
(a) We calculate the cosine distance:

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥,𝑦) = 1 − 𝑥 · 𝑦
∥𝑥 ∥ ∥𝑦∥ (2)

(b) Whenever 𝑙𝑜𝑤𝑒𝑟 < 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥,𝑦) < 𝑢𝑝𝑝𝑒𝑟 :
(i) We calculate the percentage of the difference between examples of the two codes. Then, we squared the

result to reduce the penalty on small differences.

𝑑𝑖 𝑓 𝑓 (𝑥,𝑦) = ( #(𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 [𝑥] ∩ 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 [𝑦])
#(𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 [𝑥] ∪ 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 [𝑦]) )

2 (3)

(ii) We apply the penalty of different examples on the distance.

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥,𝑦) = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥,𝑦) + 𝑑𝑖 𝑓 𝑓 (𝑥,𝑦) ∗ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 (4)

(3) We use the hierarchical clustering algorithm to produce a dendogram tree structure from the distance matrix.
(4) We iterate through the tree structure from the top to the bottom. Each node of the tree represents a potential

merge 𝑥 , with a list of codes to merge; a 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥); and its unique examples after merged 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 (𝑥).
(a) We calculate the percentage of over-sizing (clamped between 0%-200%):

𝑜𝑣𝑒𝑟𝑠𝑖𝑧𝑒 (𝑥) = 𝑐𝑙𝑎𝑚𝑝 ( #(𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 [𝑥])
𝑎𝑣𝑔(#(𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠)) , 100%, 300%) − 1 (5)

(b) We then calculate a new merging threshold with the penalty:

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝑥) = 𝑢𝑝𝑝𝑒𝑟 − (𝑜𝑣𝑒𝑟𝑠𝑖𝑧𝑒 (𝑥) ∗ 0.5)2 ∗ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 (6)

(c) We only merge the codes when 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑥) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝑥).

3.2.3 Calculating the Metrics. We now calculate the metrics in 3.1.2 to measure individual CSPs against the consolidated
ACS. To avoid CSPs with many redundant codes gaining an unfair advantage, whenever two or more codes are merged
in the ACS, their CSP counterparts are also considered merged. Suppose coder A identified ten variations of the same
concept "user suggestion", our method will treat them as only one code as long as they are detected and merged.

First, we calculate the𝑤𝑒𝑖𝑔ℎ𝑡 of each code using the sum of individual CSP’s coverage 𝑣𝑎𝑙𝑢𝑒 for this code. The
coverage 𝑣𝑎𝑙𝑢𝑒 is 1 for CSP that has the code, or a percentage based on how many 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 the CSP includes compared
with the total number of 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 of the code. For example, if two CSPs covered the same code and the third CSP
covered two out of four neighbors but not the code itself, the 𝑣𝑎𝑙𝑢𝑒 would be 1, 1, 0.5. The𝑤𝑒𝑖𝑔ℎ𝑡 would be 2.5.

𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝, 𝑐𝑜𝑑𝑒) = 1, 𝑖 𝑓 𝑐𝑠𝑝 ∈ 𝑜𝑤𝑛𝑒𝑟𝑠 (𝑐𝑜𝑑𝑒)

=
#(𝑐𝑜𝑑𝑒 ∈ 𝑜𝑤𝑛𝑒𝑑𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠)

#(𝑐𝑜𝑑𝑒 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠)
(7)
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𝑤𝑒𝑖𝑔ℎ𝑡 (𝑐𝑜𝑑𝑒) = 𝑣𝑎𝑙𝑢𝑒 (𝑎𝑐𝑠, 𝑐𝑜𝑑𝑒) =
∑︁

𝑐𝑠𝑝∈𝑎𝑐𝑠
𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝, 𝑐𝑜𝑑𝑒) (8)

Then, we calculate the computational metrics weighted by the 𝑣𝑎𝑙𝑢𝑒 of each code. For each CSP:

(1) Coverage measures the proportion of the CSP’s total code 𝑣𝑎𝑙𝑢𝑒 against the ACS’s total code𝑤𝑒𝑖𝑔ℎ𝑡 ;

𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝) =
∑︁

𝑐𝑜𝑑𝑒∈𝑎𝑐𝑠
𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝, 𝑐𝑜𝑑𝑒) (9)

𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝑐𝑠𝑝) = 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝)
𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒_𝑣𝑎𝑙𝑢𝑒 (𝑎𝑐𝑠) (10)

(2) Density measures the CSP’s relative density (i.e. how many consolidated codes does the CSP include for its
coverage) against the ACS;

𝑑𝑒𝑛𝑠𝑖𝑡𝑦_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝) = #(𝑐𝑜𝑑𝑒 ∈ 𝑐𝑠𝑝)
𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝) (11)

𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑐𝑠𝑝) = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝)
𝑑𝑒𝑛𝑠𝑖𝑡𝑦_𝑣𝑎𝑙𝑢𝑒 (𝑎𝑐𝑠) =

#(𝑐𝑜𝑑𝑒 ∈ 𝑐𝑠𝑝)
#(𝑐𝑜𝑑𝑒 ∈ 𝑎𝑐𝑠) ∗ 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒_𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝) (12)

(3) Novelty measures the proportion of the CSP’s total novel code 𝑣𝑎𝑙𝑢𝑒 against the ACS’s total novel code𝑤𝑒𝑖𝑔ℎ𝑡 .
In this study, we used 𝑁𝑜𝑣𝑒𝑙𝑡𝑦_𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 1, i.e. a code is novel if only one codebook explicitly contains it;

𝑛𝑜𝑣𝑒𝑙𝑡𝑦 (𝑐𝑠𝑝) =
∑
𝑐𝑜𝑑𝑒∈𝑐𝑠𝑝 (𝑛𝑜𝑣𝑒𝑙=1) 𝑣𝑎𝑙𝑢𝑒 (𝑐𝑠𝑝, 𝑐𝑜𝑑𝑒)∑
𝑐𝑜𝑑𝑒∈𝑎𝑐𝑠 (𝑛𝑜𝑣𝑒𝑙=1) 𝑣𝑎𝑙𝑢𝑒 (𝑎𝑐𝑠, 𝑐𝑜𝑑𝑒)

(13)

(4) Divergence is calculated as the seperation between the CSP and the ACS’s probability distribution. To measure
that, we normalized the CSP and the ACS’s values (or weights) into lists. Since individual CSPs may completely
miss a code and its neighbors, we chose the Jenson-Shannon Divergence (JSD) to tolerate the resulting zero
elements. We reported its metric version, Jenson-Shannon Distance, by taking a square root (citation here).

𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 (𝑐𝑠𝑝) =
√︁
𝐽𝑆𝐷 (𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛(𝑐𝑠𝑝) | |𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛(𝑎𝑐𝑠) (14)

ACS’s network structure enables the detection of code clusters (or communities, different from the clustering
algorithm we used for merging codes) and a more nuanced measurement. Since some codes may not have a neighbor,
we also assign links from each code’s three closest counterparts with a reduced weight for community detection with
the Louvain algorithm[8]. For reproducibility, we report communities identified with seed = 0. We apply the metrics
within each cluster to answer more nuanced questions, e.g., whether a human or machine coder could have oversampled
or undersampled specific portions of codes.

3.3 Study Design

We conducted empirical experiments on two separate HCI datasets and research questions to demonstrate two use
cases of our method. Since our measurement involves GAI in generating code labels and definitions, we validate its
reliability by 1) comparing it with human evaluation results; and 2) analyzing its output stability.

3.3.1 Tasks and Datasets. We experimented with open coding results on two HCI datasets, each with its research
question and context.

(1) Physics Lab’s online community dataset (127 messages from the beginning of the community) between designers
and teacher users. The research question was: "How did Physics Lab’s online community emerge?" Four human
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coders have previously open-coded the dataset. Three were PhD students, and one was an undergraduate
assistant.

(2) Two interviews from a CHI 2024 study[20], each last around two hours. The research question was: "In the
context of NetLogo learning and practice: What perceptions - strengths, weaknesses, and adoption plans - do
interviewees perceive in LLM-driven interfaces? How do they use it to support their work? What are their needs
for LLM-based interfaces?" Three human coders have previously open-coded the dataset. Two were PhD students,
and one had a master’s degree.

While both datasets consist of many more items, human experts spent tens of hours finishing open coding of the
subset. On the other hand, since the goal is to identify concepts "as exhaustive as possible," the small dataset enables us
to evaluate ML/GAI’s potential in few-shot analyses.

3.3.2 Choice of ML/GAI Coding Approaches. In Case 1, we replicated five published ML/GAI approaches on open coding
with both datasets[19]. We provided the same research question and dataset information for humans and machines. We
assigned the same roles and tasks to machine coders, such as “You are an expert in thematic analysis with grounded
theory, working on open coding.” The exact prompts, parameters and Dataset 1’s sample outputs can be found in[19],
or supplementary materials of this paper. Here, we provide an overview of the five approaches:

(1) BERTopic + LLM uses topic modeling[68], an unsupervised ML technique to identify groups of semantically
similar words (i.e., topics) and explains the topics with LLMs. Since BERTopic’s instruction was intended for
general-purpose label-making, we gave additional instructions about the research question and contexts.

(2) Chunk Level asks LLMs to identify open codes from chunks (e.g., a conversation, an interview, etc.) of data.
Many variants of this approach have been adopted by recent papers (e.g., [41, 67]).

(3) Chunk Level Structured asks LLMs to generate more than one level of concepts: the first for "categories" or
"themes," the second for "codes" or "subcodes." Some recent papers have started to adopt this approach[19, 61].

(4) Item Level asks LLMs to conduct line-by-line coding, as suggested by the grounded theory literature[34]. A few
papers have adopted this approach to generate one [61] or multiple codes [19] per line.

(5) Item Level with Verb Phrases builds on the previous approach but instructs LLMs to use verb phrases for
labels explicitly. The design was inspired by a grounded theory literature[25] and reported by a recent study[19].

Table 1 presents an excerpt from Dataset 1, coded by four human and five machine approaches. All machine coders
were driven by the same model (GPT-4o-0513) with the same temperature (0.5).

3.3.3 Choice of Models and Hyperparameters. Our computational method utilizes text embedding and generation
models during evaluation. For text embedding models, we consulted the MTEB leaderboard between May and June
2024 and experimented with a few alternatives. For this study, we used gecko-768 from Google due to its relatively high
performance, low dimensions (with better computational efficiency), and easy accessibility.

We used cosine distance for thresholds in 3.2.2, where 0 means the two codes are identical; 1 for no correlation; and
2 for absolutely different. During our initial experiments, we set the thresholds of 𝑙𝑜𝑤𝑒𝑟 = 0.4 and 𝑢𝑝𝑝𝑒𝑟 = 0.6 based on
two indicators: 1) we referred to the distribution of pairwise distances and located local turning points; and 2) whether
the code pairs under the criteria meet our definition, where human can recognize codes closer than 𝑙𝑜𝑤𝑒𝑟 as the same
idea, while codes further than 𝑢𝑝𝑝𝑒𝑟 are likely to be different. Different research contexts and text embedding models
may require different parameters.
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User 4232 If there could be an export function, or the ability to save or import experiments, it would
be convenient. We could set up the parameters in the office and directly import them in class.

BERTopic + LLM feature requests for physics experiments
Chunk Level community feedback loop, context of use, participatory design, user feedback and suggestions

Chunk Structured user feedback, practical application, usability improvements, feature requests
Item Level feature request, usability improvement, classroom application, import/export functionality

Item Verb Phrases propose additional features, emphasize convenience, suggest practical use case
4 Human Coders community feedback, feature request, propose another feature, gives reason for it

Designer There will be.
BERTopic + LLM future planning and development

Chunk Level designer responsiveness
Chunk Structured designer response, acknowledgment and implementation

Item Level designer confirmation, feature implementation, future planning
Item Verb Phrases confirm future implementation, validate user request, plan feature development
4 Human Coders developer response, acknowledgement, acceptance of request, promising it will realize

Designer Does the class have internet?
BERTopic + LLM technical and infrastructural challenges in educational settings

Chunk Level contextual constraints
Chunk Structured feature updates and enhancements, user-designer interaction

Item Level internet availability inquiry, classroom setup, technical consideration
Item Verb Phrases inquire about classroom conditions, gather context, consider technical requirements
4 Human Coders engaging with community, seeking context, ask followup question on usage scenario

User 4232 Generally not. Ever since an adult image popped up during a major city-level open class,
the school has disabled the network on classroom computers [Emoji].

BERTopic + LLM technical and infrastructural challenges in educational settings
Chunk Level context of use, contextual constraints

Chunk Structured feature updates and enhancements, user-designer interaction
Item Level internet restriction, classroom environment, security concern, past incident

Item Verb Phrases explain lack of internet, provide context, share past incident

4 Human Coders
contextualizing response, humor, personal anecdote, sharing information for design,
story sharing, gives an answer, explains the answer

Table 1. An example exchange between a teacher user and a designer from our Dataset 1, coded by five machine coders and four
human coders. We lightly merged very similar codes (e.g., ask a question vs. question) from the four human coders to save space.

To understand how the choice of model and temperature may influence the evaluation process, we used GPT-4o-0513
(0513), GPT-4o-mini, and Llama3-70B because: 1) GPT-4o-0513 was one of the most powerful models (in terms of
state-of-the-art evaluation benchmarks) at the time of the experiment; 2) GPT-4o-mini was one of the most potent
smaller models; 3) Llama3-70B was one of the most potent open-source models.

3.3.4 Experiment Design. We conducted two case studies to understand two research questions:

• What can we learn about existing ML/GAI approaches for open coding?
• Is our method statistically reliable enough to evaluate open codes frommachine and human coders?

Case 1 examines the five machine coding approaches using 1) the overall metrics for machine and human coders; and
2) the cluster-level metrics of relative coverage, a metric between -100% (completely undersampled) to +inf (extremely
oversampled). Two human researchers independently interpreted the theme for each network cluster (see 3.2.3) based
on its constituent codes and reconciled their differences into a single label.
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𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 (𝑐𝑠𝑝, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ) =
𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝑐𝑠𝑝, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 )

𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝑐𝑠𝑝) − 100% (15)

Case 2 evaluated six mainstream LLMs’ performance in open coding with the same prompt: GPT-3.5-turbo; GPT-4o-
0513; Llama3-70B; Mixtral 8x22b; Claude3-haiku; and Claude3.5-sonnet. 3 To save space, we only report the metrics
from Item-level Verb Phrases, the best-performing GAI approach. The measurement includes all machine and human
coders’ results, enabling comparisons between LLMs; and between the aggregated results of LLMs and humans.

The reliability study evaluated our measurement’s outcome stability based on Case 1. We repeated the measurement
with three models, five temperatures (0, 0.25, 0.5, 0.75, 1). This results in 15 combinations of LLM and temperature. For
each combination, we repeated 10 independent runs, totaling 150 runs. We recorded the evaluator LLM, temperature,
run number, coder identity, and four metrics. With those, we evaluated:

• The coefficient of variation 𝑐𝑜𝑣 for each metric, each CSP, and each combination of LLM and temperature. On
each dataset, we ran fixed-effects regressions to understand if the choice of LLM, temperature, or CSP’s𝑚𝑒𝑎𝑛

value of metric influenced the 𝑐𝑜𝑣 .
• Whether using different combination of LLM and temperature impacts pairwise comparisons. On
each dataset, we ran a series of pairwise ANOVA experiments and recorded significant pairs on 1) the entire
output from 150 runs; 2) each of the 15 combinations. We calculated the intersection of all pairs and looked for
any individual combination that would produce different conclusions than the entirety. For example, suppose
we found the Item-Level approach’s coverage significantly higher than the Chunk-Level approach. If we only
evaluated with one LLM and one temperature, will the conclusion change?

Since we found the choice of LLM and temperature to have no significant impact on the pairwise comparison
outcome, we only conducted 10 evaluation runs with Llama 3-70B at 0.5 temperature for Case 2.

3.4 Empirical Results

3.4.1 Case 1: Evaluating Machine Coding Approaches. Figure 2, 3 demonstrates 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 and 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 , two of the
more stable metrics (see 3.4.3), for all machine and human coders in both datasets. We noted:

• Similar to a previous human evaluation[19], we found that item-level coding approaches have higher coverage
and lower divergence than chunk-level and BERTopic approaches.

• While the aggregation of human researchers has higher coverage and lower divergence than any single machine
coding approach in coverage and most in divergence, the aggregation of machine coders has higher coverage and
lower divergence than each and all human researchers. Note that we do not claim that machines outperformed
humans, and an ongoing study is currently examining the implications.

• Note that the numbers of codes do not strictly correlate with the coverage metric. For example, in Dataset 1, the
Item-Level Verb-Phrase approach found 282 raw codes with 79.1% coverage, while the aggregation of human
coders found 340 raw codes with only 75.5%.

We further explored the potential biases of human and machine coders with cluster-level metrics. Tables 2, 3 presents
clusters for both datasets’ ACS and the relative coverage of each CSP. Clusters are sorted by the sum of their component
codes’ weights. Thus, clusters with more codes and higher consensus levels are listed first. Numbers higher than

3The list does not include GPT-4o-mini, released after we completed the coding task.
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Fig. 2. The coverage metric for all coding approaches, Dataset 1 (with four humans) and 2 (with three humans). For grounded
theory open coding, higher is better.

Fig. 3. The divergence metric for all coding approaches, Dataset 1 (with four humans) and 2 (with three humans).

0 represent oversampling of codes, while numbers lower than 0 represent undersampling. The standard deviation
indicates the degree of imbalance between clusters.

We immediately noted that almost all machine and human coders had completely missed some clusters from the
data. Across the two datasets, the only exception is Item-level LLM coding with verb phrases. It also has the lowest 𝑠𝑡𝑑
of relative coverage across all individual coders, showing its comparatively uniform sampling across all code clusters
comparable with the aggregation of all human coders. Examining the qualitative nature of missed or undersampled
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ID # BERTopic Chunk Chunk-S Item Item-V All AI All Human
1 34 +2.30% +9.90% +13.80% +26.40% +12.00% +6.60% +14.40%
2 45 +99.10% +16.00% -43.10% +12.10% -1.50% +3.80% -12.20%
3 26 +73.10% +59.20% +58.20% +15.20% +15.20% +3.30% +25.80%
4 28 +1.40% +62.80% +46.00% -5.00% +13.60% +2.20% +12.20%
5 26 -75.00% +29.50% +44.90% -17.20% +3.10% -3.80% +8.30%
6 35 -86.20% -65.80% -65.90% -19.90% -40.50% -13.50% -2.70%
7 20 +12.40% +36.50% +17.50% +28.10% +13.40% +9.30% -6.50%
8 23 -14.20% -80.50% -37.90% -1.80% +0.00% -4.50% -6.30%
9 20 +1.80% -55.00% -19.30% +12.50% -14.80% -1.10% -19.40%
10 16 +20.20% +31.90% +41.70% -1.00% -9.60% +5.40% -19.70%
11 16 -100.00% -70.40% +30.30% -40.70% +10.10% -0.50% +5.10%
12 16 +116.10% -20.40% -100.00% -42.40% -27.10% -18.90% -8.30%
13 11 -100.00% -48.30% -7.10% -2.00% +11.30% +6.60% +5.90%
14 14 -100.00% -100.00% -100.00% -54.60% -32.60% -3.80% -64.70%
15 10 -100.00% -100.00% -80.70% -54.60% -5.20% +1.70% -55.90%
16 10 -100.00% -100.00% -100.00% -50.50% -42.50% -29.40% -51.90%
17 6 -100.00% -100.00% -100.00% -100.00% -57.90% -63.00% -11.70%
Std 75.26% 60.30% 59.03% 34.98% 23.10% 17.81% 25.37%

Table 2. ACS of Dataset 1: Clusters of Codes, and Each Coding Approach’s Relative Coverage (-100% = Completely Missed; +Inf =
Infinitely Oversampled).

clusters is crucial to understanding potential bias further. It allows researchers to situate the analysis in the context of
the data and research questions. Below, we briefly interpret the clusters missed by each approach:

• BERTopic + LLM. The coverage of BERTopic is low (21.1%) and highly unevenly distributed among clusters.
The seemingly oversampling on cluster 12 (designers’ reactions to user suggestions) was only because of the low
baseline number, as it only included two (plus one neighbor) out of 14 codes. Moreover, BERTopic misses clusters
13-17, where other coders noted many details about the design exchanges, such as needs, design considerations,
and communication strategies.

• Chunk-level approaches. Both approaches have relatively low coverage (39.2%, 43.2%). The structured approach
has slightly better coverage, but the overall unevenness level within clusters stays similar, in addition to completely
missing cluster 12. Both start to cover cluster 13 (designers’ apologies, explanations, and reassurance to users), yet
still miss clusters 14-17. Both approaches also oversample positive expressions (e.g., cluster 3) while undersampling
clusters with negative implications (e.g., clusters 6 and 12).

• Item-level approaches. Both approaches have high coverage (74.7%, 76.6%). The verb phrase approach has
slightly better coverage and unevenness level and avoids the baseline approach’s miss of cluster 17 (designers’
response strategies). This is not a small achievement: all other coders except one human missed this cluster of 6
codes altogether.

We observed similar trends in Dataset 2, where BERTopic, chunk-level LLM coding, and human coders missed many
clusters around interviewees’ nuanced reflections (clusters 12-19). Moreover, item-level coding approaches continued
to do better than other approaches. Notably, human coders miss cluster 19 (reflecting and criticizing working and
help-seeking cultures) altogether.
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ID # BERTopic Chunk Chunk-S Item Item-V All AI All Human
1 21 -30.10% +8.10% -48.50% +18.60% +14.90% +7.60% +13.00%
2 26 -53.00% +68.50% +39.50% +1.70% +13.90% -0.40% +23.70%
3 24 +83.00% -22.80% +43.70% +8.50% -3.00% -2.40% +39.10%
4 22 +151.50% -62.40% +104.80% +13.00% +4.20% +0.30% +16.30%
5 20 +134.40% -36.00% +96.10% -7.00% +4.10% -2.80% +14.00%
6 15 +86.20% +124.90% -38.80% +16.60% -10.20% +4.70% -11.50%
7 15 -17.50% -100.00% -63.00% +16.50% +3.00% +4.70% +22.20%
8 16 -55.80% +54.10% -100.00% +1.70% +5.90% -4.40% +12.60%
9 17 -81.70% +129.60% +56.30% -14.40% -10.90% +0.20% -14.00%
10 16 -100.00% +49.40% +1.70% -9.50% +4.10% +3.40% -52.00%
11 12 -36.40% +55.30% +5.70% -11.10% -1.60% -5.30% -6.40%
12 14 -100.00% -100.00% -48.50% -10.90% -16.10% -2.20% -36.20%
13 14 -100.00% -100.00% -48.50% -10.90% +11.80% +7.60% -85.80%
14 16 -100.00% +75.20% -100.00% -51.80% -54.70% -15.10% -42.50%
15 10 -100.00% -100.00% -100.00% -4.20% -1.60% +7.60% -58.40%
16 7 -41.10% -100.00% -100.00% -27.40% -18.00% +7.60% -48.00%
17 7 -100.00% -100.00% -100.00% -81.30% -47.30% -38.50% -33.20%
18 5 -100.00% -100.00% -46.00% -44.00% -29.70% -23.20% +11.40%
19 5 -100.00% -100.00% -46.00% -6.60% -12.10% +7.60% -100.00%
Std 87.17% 87.28% 68.77% 25.24% 18.97% 12.03% 39.81%

Table 3. ACS of Dataset 2: Clusters of Codes, and Each Coding Approach’s Relative Coverage (-100% = Completely Missed; +Inf =
Infinitely Oversampled).

3.4.2 Case 2: Benchmarking Mainstream LLMs. In Figures 4 and 5, we applied our method to benchmark six mainstream
LLMs in mid-2024. We noted:

• Significant gaps in different models’ coverage and divergence. In both datasets, we found GPT-4o, Claude 3.5
Sonnet, and Llama3-70B significantly outperformed GPT-3.5-Turbo, Claude 3 Haiku, and Mixtral 8x22B. Without
designating a ground truth, our methods roughly distinguish larger, more "powerful" models (measured by
common ML benchmarks, e.g., MMLU) from smaller ones.

• Machine coders’ performances were not always consistent among the two datasets. For example, all models
but Claude 3 Haiku have seen a performance drop in Dataset 2, with Claude 3.5 Sonnet dropping almost 12%.

• Machine coders’ aggregated result consistently achieved better coverage, density, and divergence than
human coders’ aggregated results, with coverages around 95% and significantly lower divergences in both
datasets. Even when most individual models’ performance dropped in Dataset 2, the performance of machine
coders’ aggregation almost stayed the same.

• We also noted the performance of aggregated human coders dropping in Dataset 2. One potential reason: only 3
human coders conducted open coding for Dataset 2, compared with 4 for Dataset 2.

3.4.3 Reliability Study. Figures 6, 7 demonstrate the outcome variance of each metric across three LLMs on two datasets.
We noted:

• Overall, 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 consistently has the lowest standard variance (𝑠𝑡𝑑 , 2-3%) and coefficient of variance (𝑐𝑜𝑣 ,
1.5-5.5%), while 𝑛𝑜𝑣𝑒𝑙𝑡𝑦 has the highest 𝑠𝑡𝑑 (3-6%) and 𝑐𝑜𝑣 (8-65%).
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Fig. 4. The coverage metric for six LLMs, Dataset 1 (with four humans) and 2 (with three humans). For grounded theory open
coding, higher is better.

Fig. 5. The divergence metric for six LLMs, Dataset 1 (with four humans) and 2 (with three humans).

• After controlling the temperature and coder identities, the model choices occasionally have a significant
but small impact. However, there is no relationship between the sizes of models and the 𝑐𝑜𝑣 impacts, and no
models have consistently lower 𝑐𝑜𝑣 .

• The model temperature does not have a significant impact.
• For 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 , 𝑑𝑒𝑛𝑠𝑖𝑡𝑦, and 𝑛𝑜𝑣𝑒𝑙𝑡𝑦, their 𝑐𝑜𝑣 are negatively correlated with individual coders’𝑚𝑒𝑎𝑛 value of the
metric. For example, a coder with higher 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 will likely have a lower 𝑐𝑜𝑣 than a coder with lower 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 .
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Fig. 6. Coefficient of Variance for Each Metric among LLMs, Dataset 1

Fig. 7. Coefficient of Variance for Each Metric among LLMs, Dataset 2

Since running 150 evaluation runs for a single comparison study may be cost-ineffective, we evaluated our method’s
reliability when only one model, and temperature, and 10 evaluation runs are used. Here, we assume the pairwise
comparison results of 150 runs as the ground truth. Across all 15 combinations on four metrics and two datasets, we only
identified two cases of false positives for a pair with a minuscule mean difference of 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (BERTopic vs. Chunk-level
Structured, 32.71% vs. 32.41%) in Dataset 1. Besides that, we only identified false negatives for comparison pairs with
small mean differences. In other words, unless the goal is to compare metrics with small numerical differences, 10 runs
would be generally sufficient.

3.5 Discussions

3.5.1 Reliability of the Measurement. While using GAI in our method inevitably introduces stochasticity and potential
biases, we established the reliability of our computational measurement with the reliability study (3.4.3).
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Our method’s only source of stochasticity comes from GAI’s generation of code definitions and labels, which
influences the downstream decision of code merging. Naturally, coding results with fewer codes will be impacted
more, and our empirical results support this assumption. In plain words, our method provides more stable outcomes at
evaluating “better” coding results but less so for “worse” ones. This is especially true for 𝑛𝑜𝑣𝑒𝑙𝑡𝑦, which measures the
number of codes that no one else has identified. Therefore, we only recommend using 𝑛𝑜𝑣𝑒𝑙𝑡𝑦 as a qualitative indicator
for potential outliers, while using 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 , 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 , and 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 for quantitative comparisons.

We confirmed that using a single LLM and temperature does not generally lead to false reports on paired comparisons.
In only one case, 10 runs with a single LLM and temperature caused a false positive against the entirety of 150 runs.
Moreover, the result shows that our method does not rely on the most powerful models. Open-source models with the
potential for local deployment and better privacy protection (such as Llama3-70B) or smaller models with cheaper costs
and less ecological footprints (such as GPT-4o-mini) will likely work for most scenarios.

3.5.2 Suggestions for Using ML/GAI in Inductive Coding. Case 1 reaches similar conclusions as a previous human
evaluation[19]: the item-level approaches performed best on both datasets and research questions. The cluster-level
metrics enabled us to compare ML/GAI coding approaches with more nuances. BERTopic and chunk-level approaches
had worse overall metrics, missed entire clusters of codes, and were less capable of identifying nuances of human
interactions, particularly ones with seemingly less connection with the research question. They also oversampled
positive emotions or feedback, implying a potential bias for their coding results.

In contrast, the success of item-level approaches suggests the potential of embedding human processes for qualitative
analysis into LLM prompts. While we started mentioning grounded theory in the Chunk-Level Structured approach, its
performance was not much better than the Chunk-Level. The situation changed when we instructed LLMs to strictly
follow the grounded theory process[62]: by coding the data item-by-item, the item-level approaches produced much
better results. Following existing literature[25], our adoption of verb phrases as labels further enabled a more nuanced
interpretation of the data.

Case 2 provides a quick assessment of state-of-the-art LLMs available in mid-2024. Our finding suggests that existing
NLU benchmarks for LLMs may positively correlate with their performance on inductive qualitative coding. On the
other hand, the same LLMs may perform differently on different research questions and datasets, necessitating broader
evaluative studies. While we suggest researchers use the best available model, our findings also indicate the feasibility of
powerful open-source models such as Llama-3 70B, particularly for scenarios where data privacy concerns are stronger.
Moreover, we suggest using multiple models simultaneously as an even better approach. The combination of six models
consistently covered almost all codes identified by human researchers, even when individual performances varied
across datasets.

3.5.3 Human-AI Collaboration in Interpretation. This work’s core contribution is a novel computational measurement
to understand, compare, and evaluate open codes from multiple machine or human coders. Hence, it is crucial to share
how we interpreted the algorithmic results and discuss scenarios where our measurement could contribute to human-AI
collaboration in open coding processes.

The nature of qualitative research prevents us from making a general claim with only two datasets and research
questions, yet this is more of a feature than a bug. Both the open codes and the corresponding evaluation are naturally
bounded by the datasets, research questions, and perspectives researchers adopted. Thus, results from our measurement
must be interpreted in context. Below, we present an example flow based on Table 2 on Dataset 1:
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• A researcher first looked at the general metrics of each CSP in a random evaluation run of Case 1, where BERTopic
had the highest 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 across all runs. Since the researcher believes the ACS to be reasonably well-covered
due to the presence of multiple human coders, it seems that BERTopic produced the most deviant results.

• Here, two possibilities exist: either BERTopic identified something novel and insightful, or it simply missed too
many codes. To evaluate this, the researcher checked the 𝑛𝑜𝑣𝑒𝑙𝑡𝑦 metric and found BERTopic the lowest again.
So it is unlikely to be the first situation; in fact, it only has 3 codes that no one else found. Those codes are all
related to aspects of the software feature, which is far from the research question about community formation.

• Note that BERTopic only identified 23 codes. For low-level coding approaches that found hundreds of codes, the
researcher may need additional support to understand their potential biases. Therefore, the researcher clustered
codes in the ACS and calculated cluster-level metrics.

• The researcher found that the Item-Level approach misses and under-samples more clusters than the Item-Level
Verb Phrase approach, indicating a higher risk for potential bias. From there, based on the research goals and
questions, the researcher qualitatively interpreted the two approaches’ outcome differences and decided to adopt
the Item-Level Verb Phrase approach for the rest of the coding process.

While computational measurement is crucial in the process, such interpretations are only possible through a
qualitative understanding of the codes and clusters. This paper’s human evaluation focuses on the open coding
processes, where every grounded interpretation is welcomed. However, when researchers conduct further analysis steps,
depending on the research context, a code could become too nuanced and with too few cases; too broad and covers
everything; irrelevant to the core aspects of the research question; or has been reported many times before. While our
convergence metrics automatically devalue outlier codes from few coders, it is still possible that a few "well-performed"
approaches or models actually contribute little to the final analysis. It still relies on humans (potentially, in collaboration
with AI) to make these interpretations and decisions, opening up opportunities for further research work and interface
design.

The potential of our evaluation method is not limited to machine coders alone. In Case 1, we presented how individual
human coders may have missed insights from the data. During our study process, we found the visualization of ACS’s
network structure particularly useful, as it revealed the different focuses of human coders and facilitated fruitful
discussion around the research question. Moving forward, we will focus on design work that can materialize the
method’s potential in supporting human coders, with or without machine coders in ACS.
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