On Sat, Sep 27, 2008 at 2:57 PM, <jasss@surrey.ac.uk> wrote:

>

> Dear Daniel Kornhauser, Uri Wilensky and William Rand,

>

> Thank you for submitting your  article, 'Design Guidelines for Agent Based Model Visualization', to the Journal of Artificial Societies and Social Simulation.  I have now received recommendations and comments from referees.

>

> The referees describe the paper as well-written and useful.  I am happy to accept it for publication subject to some revisions.  The most important of these concerns the classification in section 2, which , as the second referee points out, is somewhat vague and has overlapping categories.  The paper would benefit considerably if this classification could be revised.  Secondly, there are many minor clarifications and corrections suggested by the referees that it would be valuable to make to the paper.

>

> Please ensure when preparing the revised version that you closely follow the Guidelines for Authors at http://jasss.soc.surrey.ac.uk/admin/submit.html .

>

> I look forward to receiving the final version.

>

> With best wishes,

>

> Nigel Gilbert

> Editor, JASSS

> Referee 1:

>

> First of all, I would like to congratulate the authors for their manuscript. In my opinion, this is a well-thought, nicely structured, clearly-written paper which I have found certainly useful and easy to read. I only have a few (hopefully constructive) comments intended to improve some aspects of the paper. None of my comments require an extraordinary amount of work, but I do consider many of them very important, so I would advise the authors to carefully take all of my comments into account in their revision.

>

> 1. I would find it very useful if the authors could add a final summary section (maybe just before the conclusions) where they tried to summarise all the points they make in the paper in a structured shortlist/algorithm/UML diagram (ideally) that researchers could easily follow to create/improve ABM visualisations. I am aware that there is no single way of doing this and the suggested diagram could not be prescriptive, but I do believe that providing a step-wise methodology would help researchers to effectively apply the principles explained in the paper and contribute to the dissemination of this nice work.

> This summary section would be intended for researchers who have already read the paper (potentially some time ago) –so they are already familiar with all the concepts explained in it– but are just at the point of creating the graphs for a certain model. An analogy of what I have in mind (in this case, to deal with floating-point errors rather than creating effective visualisations) can be found at http://jasss.soc.surrey.ac.uk/9/4/4.html#fig2 , which I find very useful.

Done.

Thanks for this valuable suggestion. We added a diagram as you recommended. As noted above the diagram is not prescriptive but is mainly meant to be a reminder for a reader that has already read the paper. We made small changes to the structure of the text to support the figure. We created another section 1.1 as shown below:
1.1 Design Approach

In this section we describe several steps for incorporating some of the design principles mentioned previously: simplify, emphasize and explain. These steps are intrinsically generic due to the open-ended nature of ABM visualizations. However, we believe this approach can offer some structure for iteratively redesigning an ABM visualization. Note that depending on the type of visualization the modeler can find more rigorous frameworks that can also apply to their design. For example, (Jones 1998) provides an 
detailed map making approach in  his textbook 'Geographical Information Systems and Computer Cartography”.
In the figure below we summarize a non-prescriptive approach to redesigning an ABM visualization 
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Figure 1. Example of an ABM visualization design workflow. Initial implementation of the model followed by iterative redesign. 
> 2. Given the target audience of this paper, I would include a definition of 'value' (i.e. relative darkness or lightness of a colour) the first time this term is used. Some JASSS readers may not be necessarily familiar with this meaning of the term 'value'.

Done.

Bertin (1967; 1983) defined the visual variables as position, size, shape, color, orientation, value ( i.e relative darkness or lightness of a color) and texture.
> 3. I would also include just a bit of background on what Gestalt psychology is (a couple of sentences in the same spirit as the initial ones at http://en.wikipedia.org/wiki/Gestalt_psychology would be helpful)

Done.


Cognitive visualization techniques tend to be more formal than aesthetic techniques and therefore, can be more easily conveyed and systematized. Cognitive visualization techniques have been developed in several fields, starting in Gestalt psychology (Wertheimer 1923). 

Gestalt psychology is a theory of mind with the motto “The whole is greater than the sum of its parts”. Gestalt psychologists studied mechanisms of visual recognition of figures and whole forms from a collection of simple lines and curves. 

Jacques Bertin coined another significant visualization framework in his seminal book, The Semiology of Graphics (Bertin 1968). In his work, Bertin, defines a coherent and comprehensive symbol scheme where he defines visual variables and studies the type and quantity of information they can convey.

There are many other significant frameworks that have been developed to study visualization, particularly in the field of statistics. (Tukey 1977; Tufte 1983). 

> 4. Most (but not all) of the references to figures are two numbers below what they should be. I guess this is a consequence of turning an initial figure 2a,b,c into figures 2, 3, and 4. Please do take special care in fixing all these mistakes as they make the paper less easy to read. Some examples of this type of mistakes are:

>

> Pg. 8. Figure 3b

> (Also, figure 5c should be referenced in the text at the appropriate place)

Done.
ColorBrewer is an online tool designed to help people select perceptually tested color schemes (Harrower & Brewer 2003). Seen in Figure 5-c, ColorBrewer is an excellent starting point for color scheme selection. Thus, scientific software such as R, MATLAB or Mathematica have adopted ColorBrewer schemes. We also created a NetLogo extension to facilitate the selection and mapping of ColorBrewer schemes in NetLogo (http://ccl.northwestern.edu/~dkor/extensions/palette/)
> Pg. 9. Figure 4a, 4b, 4c

Done.

> Pg. 12-13. Figures 6 and 7 at various places.

Done.

> Pg. 17. Figure 8.

Done.

> Pg. 18. Figure 9.

Done.

> Pg. 20. Figure 11.

Done.

> Pg. 21. Figure 12.

Done.

> 5. Please double-check all the references, as there are some missing (e.g. (Abrahamson Wilensky 2004), pg. 2).

Done.

> I would also include the model name and link to the source code of all the snapshots in figures 2, 3 and 4, and a reference the first time Tufte is mentioned (pg. 18).

We added a link to the webpage when you click the model. Note, we added a tooltip that appears when you mouse over and checked that it still worked when the document was exported to HTML

Additionally, we linked all the pictures that can be linked and created new pages for models (this represented a considerable amount of work). 
> 6. The final NetLogo model at page
> http://ccl.northwestern.edu/~dkor/NetlogoModels/UserStudy/SeriesCircuit/

> does not seem to work. The missing model should be at:

> http://ccl.northwestern.edu/~dkor/NetlogoModels/UserStudy/SeriesCircuit/Series-circuit9.html

>

> The links at the captions of fig. 7 (http://ccl.northwestern.edu/~dkor/VisualVariables) and fig. 14 (http://ccl.northwestern.edu/~dkor/models/VirusMicroBehavior/) do not work either.

> Please check all the links in the manuscript carefully.

Done.

> 7. In my opinion, some figures (particularly fig. 7, fig. 8 and fig. 14) would benefit from increasing the size of some of the graphs they display. In particular, following your manuscript guidelines, in fig. 8 I would substantially increase the size of the green checkmark, the yellow tilde, and the red cross.

Done.

> 8. The last two cells of row 'color' in figure 7 are swapped. Also, the last cell in row 'shape' is blank.

Fixed

> 9. I would find it very useful if the authors could provide examples that illustrate the concepts put forward in section 2.2.4.2. In particular, those referred to in the sentence: 'Other interferences emanating from the feature hierarchy are: color-over-shape, hue-on-form and hue-on-texture'.

Added Ethnocentrism Model as an example of hue-on-texture.
> 10. All figures should be referred to at some point in the text. Figures 15, 16, 17, 18 and 19 are not.

Done 

> 11. I would add a sentence at the end of section 2.2.3 letting the reader know that your previous comments on fig. 8 apply to fig. 9 too, or something alike.

Done 
> 12. Other minor typos:

> Pg. 16: '… such as size, shape, and, orientation.'

> Pg. 18: '… since luminosity is prioritized over hue by low-level visual processing system of (see Figure 9).'

> Pg. 19: '…in a network in another visualizations'.

Done

> *******  If the article describes a simulation model, is there enough detail provided for the relevant output from the model to be replicated by a reader (the description might be in the form of an algorithm, pseudo-code, or access to the simulation program itself)?

>

> Yes, the source code for most of the simulations described in the paper can be easily accessed. Please amend the following links:

>

> http://ccl.northwestern.edu/~dkor/NetlogoModels/UserStudy/SeriesCircuit/Series-circuit9.html

> http://ccl.northwestern.edu/~dkor/VisualVariables

> http://ccl.northwestern.edu/~dkor/models/VirusMicroBehavior/

Done

> Please check all the links in the final manuscript carefully.

>

> *******  Has the author sufficiently taken advantage of the opportunities available through electronic publication (e.g. access to program code or data; colour illustrations; animations)?  If not, have you any suggestions that could be forwarded to the author?

>

> Yes. Some constructive comments in this regard have been included in the section above.

> ___________________________________________________________________________

>

> Referee 2:

> This is a well written paper which aims to perform a worthwhile endeavour – to address the visualisation of ABM output through the setting of guidelines. Although the authors go some way to achieving this, there are still major issues with the paper content that need to be resolved. These can be boiled down to two groups.

> The first is the integrity of the frameworks you propose. With your classification of existing ABM visualisations (the first of your three approaches) you have made an effort to impose a kind of taxonomy on this domain. This is a good approach. 

However, I do not quite see a justification for the types you define that are to be sorted into this taxonomy, let alone the three categories of 'Conventional', 'Structured' and 'Unstructured'. Some examples:

> The categories overlap considerably. They are presented as if visualisation techniques fall neatly into one and not another. In fact, you can have (un)structured visualisations (a more suitable word would be distributions) that are conventional (and what of the unconventional? How would you define what goes into either? As it stands, I'm led to believe that structured / unstructured are unconventional). There is also confusion between structured and unstructured (the text at the bottom of page 5 implies that clusters could fall into either).

> Some of the types you identify are actually subsets of other types. For example, within your conventional visualisations, you have Fractal and Geometric – fractals could be considered a subset of geometry. Both can be expressed through Cellular Automata, another of your conventional types (in fact, all structured and unstructured types are geometric and could be expressed through CA). They are also strictly speaking not types of visualisation at all but branches of maths (or the modelling engine in the case of CA).

> In summary, you need a classification system that is less vague (there are some visualisations that could sit in all three categories) – maybe the tried and tested point-line-area distinction, all geometric objects that could be output of ABMs (aspatial visualisation would be another class).

We agree with you that our classification is vague, and we would like it to be more formal, however it is our belief that due to the open ended nature of ABM visualization this in not an attainable goal. We never meant to create a taxonomy, our goal was to orient the novice to different types of ABM visualizations. 

Note that even rigorous treatises such as “The Grammar Of Graphics” by Wilkinson, Leland; Wills, Graham (2005), do not attempt to create taxonomies.  (In the introduction there is a specific section titled “1.5.2. Not a Taxonomy”) 

We agree that our paper does not make it clear that our goals are very modest so we have taken several steps to clarify our objective.

* We prepended the section title with the words Non-hierarchical:

2.1 Non-hierarchical Classification of Agent Based Model Visualizations
* We replaced most instances of the word “category” and “classification” by “tag”
* We prepended some instances of the word “category” and “classification” by “non-hierarchical ”
* We removed section 2.1.1

1.1.1 Conventional, Unstructured and Structured ABM Visualizations

* In Section 2.1 we added these paragraphs:

These categories are conceived, as non-hierarchical categories commonly know as metadata tags rather than as a formal hierarchical tree structure. Due to the open-ended design of ABM visualizations we find it is impractical to try to classify them using a rigid taxonomy, therefore we created an ad-hoc classification. The sole purpose of these tags is to orient the novice to the possibilities and limitations of ABM visualizations. 

.

.

.
These categories should not be conceived as mutually exclusive, indeed, visualization can encompass several categories and can even switch categories depending on the state of the simulation. Many tags can describe one model, and the same tag can be used to describe many models. We created categories that convey a certain sense of the potential of ABM graphics to the novice.
> The other major point is that, given the dynamic output of an ABM, your approach to the task at hand is decidedly static. You mention it a bit at the end of section 2.2.2 but dynamic output / animation is not dealt with explicitly in any depth. Given its importance it should really be an equal partner with static output and inform your ad hoc classification. You do actually start to broach the subject in your unstructured ABM visualisation classification where you make a distinction between mobile and immobile agents. You identify simulations with few mobile, no immobile; many mobile, no immobile (what's the difference between 'few' and 'many'?) and many mobile, many immobile. Part of a more rigorous treatment would be to identify the other cases (i.e. few mobile, few immobile, etc.).

> You also have a set of animation variables to explore (e.g. duration, rate of change, order etc.); these are the counterparts to Bertin's graphical variables (ref: MacEachren, A. 'How Maps Work', 1995).

We added a section mentioning change and the issues we have found in ABM Visualizations created with NetLogo.

Change
ABM visualizations are intrinsically animated since change over time is the most straightforward way to represent behavior. In this section, we will discuss issues that frequently arise while updating ABM visualizations. A thorough treatment of dynamic visual variables is beyond the scope of this paper. For a detailed definition of these visual variables we refer the readers to (MacEarhren, 1995) who defines six dynamic variables: duration, rate of change, order, display date, frequency and synchronization. Note that their treatment is not specific to ABM visualizations, but rather targeted to maps.

Smooth graphical transitions are quite challenging to update for ABM toolkits such as NetLogo where an interactive Agent Based Model is executed in real time. The challenge is to balance the use of CPU time between displaying graphics and performing model calculations. If CPU time is devoted exclusively to graphics updates the model’s calculations grind to a halt. While, if the computational effort is solely dedicated to the model’s calculations the graphics slows down to an unacceptable rate. Note however, that this is not an issue in information visualization where the data is readily available for displaying since it is already stored and does not have to be computed. This is an important distinction between information visualization and interactive ABM visualization. In information visualization most of the CPU cycles can be used to update graphics and interact with the user.

This results in two main issues that arise in ABM animation:

· Temporal aliasing, when the agents become visually hard to track since they abruptly “jump” from one location to another instead of smoothly “sliding” between positions. (J Korein, 1983) 
· Irregular frame rate, where the frame rate fluctuates over time depending on the complexity of the model calculations in such a way that it confuses and frustrates the user.

Spatio-Temporal aliasing or non-smooth jerky motion can pose insurmountable perceptual challenges in ABM visualizations where the user is trying to keep track of the agents in the simulation. The problem of temporal aliasing has long been recognized and many anti-aliasing techniques have been developed including supersampling and motion blur. Supersampling is usually the only option that the model author can use, where he increases temporal resolution by interpolating intermediate agent positions between two locations. A good rule of thumb is to move the object at most 1/3 of its size between each frame (Ware 1995). This criterion does not apply if the object is very small (such as1 pixel wide) or very large. Motion blur probably requires accessing lower level graphics, which are usually inaccessible in a high level toolkit.

Irregular frame rate is due to the changing computational load at each iteration. This unpredictable rate can confuse and frustrate the viewer. If the computational load fluctuates due to a changing number of agents the model author can try to stabilize updates by intentionally slowing down the model to the lowest possible frame rate. 

Ideally, agents should be bounded with physical restrictions (viscosity, inertia, etc ..) in such a way that agents move in a smooth predictable manner. In the future, these physical restrictions and other artifacts such as the previously mentioned temporal aliasing and irregular frame rate should be automatically handled by toolkits. New developments in hardware and software will play these roles. For example in hardware, multi processors systems or GPUs (Graphical Processor Unit) can be solely dedicated to graphics and perform the necessary computations. Additionally in software, new animations frameworks are managing individual elements on a frame-by-frame basis. In these new frameworks a smooth animation can be created by specifying the start and end position -- the libraries calculate the intermediate locations for a smooth transition.

There are however many visualization aspect that can not be automated like temporal anti-aliasing, such as facilitating users’ tasks such as target detection or preventing visual interference which we discuss in the next section.

> Just a couple of suggestions to start addressing the dynamic element of ABM output visualisation in a concerted manner.

> Smaller issues:

> - Choice of examples that demonstrate 'bad' visualizations for Figure 1 should reveal more than just poor choice of color scheme. This is only a small part of it; you could choose better examples to demonstrate what happens when a wider range of Bertin's graphical variables are misused.

We had other examples, but Garry An was the only author that allowed us to his model. Other persons we contacted were not so forthcoming.  Additionally, we wished the first images to be self-evident so the reader can understand them immediately.

>Similarly, the first box in Figure 7 (turtle-position) could have turtles with invariant orientation to better exemplify the position variable. 

For coherence we corrected all the figures in the turtle column giving them an invariant orientation.

	Agent Type 


	Visual Variable 



	
	Turtle


	Turtles


	Patch


	Patches



	Position
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	Orientation
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	Does not Apply:

Patches are usually represented by an upright square and polygon
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	Value
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	Color
	[image: image13.png]



	[image: image14.png]o i




	[image: image15.png]



	[image: image16.png]N





	Size
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	Does not Apply:

The size of the patch remains constant throughout the grid.
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	Shape
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	Does not Apply:

The shape of the patch remains constant throughout the grid.
	Does not Apply:

In NetLogo a patch’s shape can only be a square. It is possible to have other shapes (e.g. hexagons). However, very few packages support other grid shapes.


Figure 2. Bertin's Visual Variables Illustrated with NetLogo. An interactive applet, which can change each visual variable, can be viewed at http://ccl.northwestern.edu/~dkor/NetlogoModels/Demos/VisualVariables/.
{as we discussed, need a more permanent URL. Have u set up the directory yet?}
>Finally choice of examples in Figure 8 could have been better in the following cases (b1, c1, c2, f1) – very little sense of size, shape and orientation comes from these subfigures. 

We agree, and have doubled the size of the shape. We actually recreated all the examples. 
In figure 12, it would have been good to illustrate the original, cluttered visualization

There wasn’t an original cluttered visualization in the release of this model. We rather just wished to show the solution that the model developer chose, rather than the development prototype.

> -       I do not buy that a single agent cannot possess texture (bottom p10) – visually this is possible. 

We explicitly avoided dealing with this theme since:

- The paper is already quite long.

- It would raise questions about why we did not mention transparency, crispness and resolution.  

We added a whole new section below on this topic. We’re not sure if it helps or not. Don’t hesitate to ask us to remove it if you think it does not help the paper.

Transparency, Texture, Crispness & Resolution

We previously dealt with some of the basic visual variables mentioned by Jacques Bertin in  “The Semiology of Graphics” (Bertin 1968). In this section, we will briefly mention other more sophisticated visual variables such as transparency, texture, crispness and resolution. A thorough treatment of these visual variables is beyond the scope of this paper. We refer the reader to textbooks by MacEachren (1995) and Ware (2001) for an in depth discussion of these variables, thought their treatment is not specific to ABM visualizations.

Variables such as transparency, texture, crispness and resolution can be valuable in ABM visualizations. Below we present a few examples using these visual variables in ABM visualization. Transparency can assist in the perception of agents hiding or overlapping other agents as seen in Figure 10-a. Texture can increase the number of variables that can be simultaneously displayed (thought it considerably decreases the resolution as seen in Figure 10-b (Jules 1986 ; Ware 1995). Crispness allows the user to focus on a particular agent while maintaining its context – a technique known as semantic depth of field Figure 10-c (Kosara 2001). Resolution can also be decreased by blurring each individual agent to allow the user to easily perceive the macro behavior of the model as in Figure 10-d.
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a) Example of agents with transparency in the middle and right images. (Colby 1991).
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a) Example of a Vector Field generated in NetLogo with arrows on the right and with texture on the left generated by agent with textons (Jules 1986 ; Ware 1995). 
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 b) Example highlighting agent micro behavior. Focus on a single agent with a halo on the right; while on the left we blurred the individual agents. 
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d) Examples of agents with decreased resolution to enable easy observation of emergent macro behavior 


Figure 3 We created these images using experimental NetLogo builds, except the Figure 10-d on the right where we blurred a screenshot with a graphics program.

>Also what about the colour variable of saturation?

We think saturation is a low level visual variable which should not be tweaked by a non-expert in colour. As we mention in the paper we recommend that users constrain themselves to higher-level visual variables such as Color schemes  common in GIS software and used widely in other scientific software such as MATLAB, R or Mathematica. 
> -       The choice of NetLogo as the demonstration system should have been more deeply justified. Can we assume that it has a representative, broad sample of visualisation techniques? Or put another way, are there other ABM systems with visualisation techniques that NetLogo does not have? 

Our view is that for maximal relevancy, our guidelines should use the smallest common denominator of features supported across a wide range of ABM toolkits. We certainly could have looked at a broader range of features. However, by focusing on core visualization techniques we give the modeler a firm grounding in the fundamental design principles. There are other large features spaces that we did not discuss that are available in NetLogo such as 3D graphics. So, our focus was not constrained by NetLogo per se, but rather by the smallest common denominator of graphical features which are in fact a subset of NetLogo’s features.

You could stretch this question to the suitable properties listed at the top of p.5 – there is the implication that other systems do not share these properties and do not have other properties that may make them better candidates for the task at hand – is this true? 

We are not claiming that NetLogo is better than other candidates. We know that NetLogo is a suitable candidate since it has a very broad sample of agent-based models.
The three mobile / immobile cases cited above implies that you only attempted to classify what was within NetLogo when a more generic approach would have been more suitable (reflected in your choice to use 'turtles' when a more readily understandable name would have been better) – this would have been enabled by a look around the field.

Again we agree this would have been ideal, but it would have diluted the guidelines and confused the viewer due to the  large number of possible ”looks and feels” of ABM visualizations.
> -       Figures 8 and 9 – given your system of checkmark, tilde and cross to denote suitability of visual variables for supporting display of different kinds of data, should the 'Does Not Apply' assessment merely be a cross, since it essentially means a mismatch between variable and kind.

We believe it’s important to distinguish between a mismatch and poor suitability. A mismatch does not pose an option for the use of a graphical variable. For example, it is impossible to change the shape of patch if it is intrinsically square. However, poor suitability denotes that the user -could- have a choice. For example, a user might be tempted to use value (darkness or brightness) as a quantitative variable, however, it is very hard to perceive if an element is twice or four times darker than another one.

> -       Section 2.2 is a good attempt to suggest ways in which ABM visualisations could be put into a framework. Would have expected more affinity of Gestalt principles with Cognitive Science methods though.

We agree there is affinity; but we chose not to expand this paper to indefinitely.
> -       Section 2.3's design objectives, while sound, share some of the ambiguity of the ad hoc visualisation classification in 2.1. For example, there are elements of emphasis in all three proposed activities (simplify, emphasise, explain). These activities may be better put in a cartographic generalisation framework, where there are generalisation methods for these activities (i.e. simplification = reduction, typification; emphasis = exaggeration). A good starting reference is the generalisation chapter in C Jones, 'Geographical Information Systems and Computer Cartography', 1998

We read this chapter, and it primarily focuses on maps which are only a subset of ABM visualizations. We referred to it in the text as reference to a more specific framework since we agree that our objectives are ambiguous, but we think that derives from the open ended nature of ABM graphics.
. For example, (Jones 1998) provides a 
detailed map making approach in his textbook 'Geographical Information Systems and Computer Cartography”.
In the figure below we summarize a non-prescriptive approach to redesigning an ABM visualization
> -       Section 3: your example only really demonstrates manipulation of Bertin's variables to get a better visualisation for the Series Circuit Model. None of the other principles are touched – e.g. what about the Gestalt principle in the grouping of circular disks?

The principle of grouping circular disks is briefly referred to in:

“Also, the electrons are too large, causing them to be perceived as regions that intersect rather than individual points.”

However this law may not apply in this model since the movement of the circles allows the user to distinguish them individually by common fate.

> Typos:

> -       P.3 Graphic Information Systems = Geographic Information Systems? If it is the former then don't use the GIS acronym as it will be confusing to most JASSS readers

Done. Corrected, we were wrong we meant Geographic Information Systems.
> -       Throughout the paper, the figure citations are incorrect e.g. reference to figure 3a on p7 is meant to be 5a. Similar instances on p8, 9, 12, 13, 17-21

Done.
> -       Also, figures 5c and 15-19 are not explicitly referred to in the text

 Done.
> -       P19 – Tufte 1983 (not 1938)

Done
> -       Figure 12 caption '... represented by and ...' = '... represented by an ...'

Done.
> -       In References 'Adrienko' = 'Andrienko'; 'Harrower M A (2003) Brewer C A ...' = 'Harrower M A & Brewer C A (2003)...'

Done.
>

> *******  If the article describes a simulation model, is there enough detail provided for the relevant output from the model to be replicated by a reader (the description might be in the form of an algorithm, pseudo-code, or access to the simulation program itself)?

>

> The article highlights several examples from the NetLogo agent environment but this is to illustrate various principles of ABM visualisation. Therefore the details of the models used are not provided and are not needed (probably to be found with the NetLogo documentation).

>

>

>

> *******  Has the author sufficiently taken advantage of the opportunities available through electronic publication (e.g. access to program code or data; colour illustrations; animations)?  If not, have you any suggestions that could be forwarded to the author?

> Given the nature of the article, use of colour and indeed animation are more critical to the paper's aims than is typical. So there has been good use of colour throughout in the context of the examples used. 

>However there has been no use of animated examples, in line with the brief addressing of animation and dynamics in the paper text. 

>This issue is covered earlier in the review and something that should be addressed to give a fuller overview of visualisation possibilities for ABMs.

We addressed this issue when it was first mentioned in the review.
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