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Abstract— The context of this work is that of systems being
able to produce a collective response from interaction between
simple individuals. Such systems are qualified of self organized
ones and can be modeled with reactive multi-agent systems.

This article underlines why, from our point of view, the analysis
of these systems requires an experimental approach and it details
our proposition in terms of tools for experimentations. After
commenting each main components of the platform, it provides
some details about its current implementation in the case of two
systems.

I. I NTRODUCTION

The context of this work is the study, the analysis and
the design of systems being able to produce a collective
response from interactions between simple individuals. What
is interesting is the ability of such systems to have a collective
response such as its complexity is out of the individual
simplicity. Therefore this complexity is not in the individuals
but in the interactions between them. Such systems can be
qualified of self-organized.

Camazine et al [1] define self-organization as a process
in which pattern at the global level emerges solely from
numerous interactions among lower-lever components of the
systems. Self-organized mechanisms are robust, decentralized,
and can resist to perturbations.

These systems are characterized mainly by non linear dy-
namics (small fluctuations when near some critical point can
provide significant modification of the system), by sensibility
to initial conditions and parameter sensibility (small changes
on a parameter produce different patterns). Thus the overall
properties cannot be understood simply by examine separately
the components.

For example, the following (and well known) equation
models a population (which varies from 0 to 1) at time n:
xn+1 = Rxn(1 − xn) where R is the reproductive rate and
is a parameter. In this example, bifurcation occurs at several
values of R. The population size to which the system converges
is the attractor. For a given value of R, several attractors can
be exhibited depending on the range of the initial conditions.

Furthermore, formal studies of them are often difficult and
are restricted to specific cases or are complementary [2]
with other approaches such as multi-agent models. Multi-
agent models [3] provide concepts to describe a system as
a set of agents that act in a shared environment and which

interact together and via their environment. Reactive multi-
agent systems [4] are systems made of simple behaving units
with decentralized control. Agents are situated in a dynamic
environment through which they interact. They are charac-
terized by limited (possibly no) representation of themselves,
of the others and of the environment. Their behaviors are
based upon stimulus-response rules, decision-making is based
on limited information about the environment and on limited
internal states and it does not refer to explicit deliberation.
In such systems, the individuals do not have an explicit
representation of the collective task to be achieved because of
their simplicity. Therefore, the solution of the problem is the
consequence of successive interactions between agents through
environment.

Such a paradigm is convenient to design artificial self-
organized systems because it enables the production of com-
plex patterns from interaction between simple agents. It pro-
vides means of description for agent behavior and interaction
and it authorizes thanks to experiments to observe the collec-
tive phenomena.

In this article, we explain why experiments is a key point to
understand and analyze such artificial self-organized systems.
We claim that an experimental approach relies upon software
tools. This article describes our current reflexions about what
such tools could be and details how we put into practice some
of these ideas in order to analyze two artificial self-organized
systems we have built.

The remaining of the article is as follow. The next part
presents the two major kinds of application of reactive multi-
agent systems and works related to experimentation in these
systems. A particular model of self organized system and
its current implementations are then presented. From these
systems, we illustrate the needs for experimentations and
provide key ideas for a platform with some technical aspects
of its implementation.

II. PROBLEMATICS AND RELATED WORKS

A. Reactive multi-agent systems

Reactive multi-agent systems can be of two types according
to the purpose of the system: simulating a collective phenom-
ena or solving a problem by the collectivity.

The multi-agent paradigm can be applied in the simulation
of societies composed of a set of simple interacting individu-



als. Such simulations enlighten the relationships between the
individual behaviors and the collective observed phenomena.
This is a reason why recently multi-agent simulations have
been undertaken in biology to capture the global effect as
a consequence of the behavior and interaction of simple
individuals. For example, the aim of the MANTA project [5]
was to test hypothesis about the way social structures can
emerge, such as a division of labor in the case of ants. Multi-
agent models have also been used to investigate the activities
of colonies of termites or of Honey Bee [6] [7], or to analyze
hypotheses about rats specialization [8]. Various applications
of such model on several collective phenomena can be found
in [9].

The inherent properties of reactive systems make them
convenient to collectively solve problems. These systems can
easily be adapted to new constraints at run-time. Applications
of these artificial self-organized systems are becoming more
and more attractive from scene animation in movies [10];
to optimization problems [11], [12]; or flood forecast [13].
This is because their characteristics make them able to adapt
dynamically their function or structure to changing conditions
without external intervention. A lot of examples of transpo-
sition of natural self-organized systems for problem solving
can be found in [14]. In that cases, the development of the
system needs also experimentss to find the relevant value of
parameters that enable efficient solving of the problem.

B. The need for experimentations

Several authors argue the use of an experimental method-
ology to investigate, validate and understand self organized
systems. For example, [15] explicitly refer to the experimental
process : ”‘the development of any agent system, however
trivial, is essentially a process of experimentation”’.

Dorigo et al [16], who proposed the famous Ant algorithm
that inspired a lot of efficient algorithms in optimization
problems, explicitly mention in their conclusion that”‘what
is also missing, ..., is a theory that allows to predict the
system behavior as a function of its parameters and of the
characteristics of the application domain”’. Therefore, if
prediction of behavior is difficult (indeed impossible) a priori,
experimentations of the system and observations a posteriori
are useful.

[17] or [18] argue a novel vision of computing and network-
ing system based on several simple interacting units without
centralized control. Such a vision calls for novel methods for
the design, the development and the validation of them. [17]
explicitly mention in their proposal research agenda the need
of experiments to explore the behavior of such systems.

[19] and [20] make a step further in his article. They show
that even a simple multi-agent system is beyond the scope of
formal methods and concludes by the need of experimental
methods.

[21] describe the conditions that lead to the requirement
of experimental methods to evaluate the behavior of complex
agent.

C. Platforms

Several platforms are dedicated to fast design of collective
system and to explore collective behavior made up from simple
interacting units.

Swarm1, Starlogo2, Netlogo3, or the synchronous engine of
madkit4 are examples of what platforms look like. They pro-
vide means to program the agent behavior, to view graphically
how agent evolves in the environments. They provide also
some tools to visualize evolution of some key information of
the system through graphs as histograms, which display the
frequency distribution of a variable, and line plots, which show
the changes over the time of some pertinent information (for
example the evolution according to the execution cycle of the
population of agent). These tools propose a more abstract and
concise vision about what happens during runtime.

Netlogo platform uses the concept of ”‘behavior space”’.
The behavior space consists in an editor that enables the
definition of scenario for experiments together with the report
of some specific statistics about problem parameters. Scenario
specification corresponds to the definition of the initial setup
(what commands to executes first, what initial values) for the
experiments, the different values of parameters with which
experiments have to be undertaken (for each considered pa-
rameter, the enumeration of its successive values). The editor
also enables the definition of the conditions under which to
stop experiments and of the measures to do during experiments
(for example, the mean of a variable).

However for all of these tools, graphs are the main elements
proposed (as far as we know), they are simple of use but are
somehow limited, nothing is proposed neither to store data nor
to compute advanced statistics.

D. Some remarks

There are a recent but strong stream of researchers who
estimate that the study of complex systems such as the arti-
ficial self-organized system needs experiments and therefore
adequate tools for that purpose together with a methodology.

The remaining of the article describes our current point of
view about what components are needed to correctly undertake
experiments with artificial self-organized system and detail
how we instantiate some of them in the case of the Hamelin
project.

III. H AMELIN , HAMELINET : SOME SPECIFIC CASES OF

ARTIFICIAL SELF-ORGANIZED SYSTEM

In this section we present three self-organized systems and
some comments about the needs for their analysis. The first
one is a self-organized phenomenon in biology and the two
others are artificial one that are Hamelin : the simulation of
the corresponding biological phenomenon and Hamelinet : the
transposed model for task allocation in a network.

1www.swarm.org
2http://education.mit.edu/starlogo/
3http://ccl.northwestern.edu/netlogo/
4www.madkit.org



A. The biological self-organized system

The self-organized phenomenon in biology to study is
social differentiation in rat’s group in the diving-for-food
situation. This situation is a complex social task in which,
for a group of 6 rats, the food accessibility is made difficult
by progressive immersion of the only path of access to the
feeder. This experimental schedule leads to the emergence of
a specialization in the group of rats, in two profiles: supplier
and non-carrier rat. The non-carrier (a) animals never dive,
but get food only by stealing it from the suppliers after fight.
The supplier (b) rats dive, bring the food back to the cage and
cannot defend the food they carried. So, confronting groups of
rats to a situation in which they have an increasing difficulty
to reach food leads to the emergence of a social structure.
Biologists are interested by assessing some assumptions about
individual behaviors and the interactions that can lead to the
social differentiation. For instance, is the apparition of some
social pattern possible from a set of interacting individuals
without any social cognition ?

B. Hamelin : Simulation of the biological self-organized sys-
tem

In this section we will detail the agent based model Hamelin
which has been built to verify the hypotheses above.

1) The model:In this agent-based model a rat is represented
by an agent, the feeder and the immersed path by the envi-
ronment. All rats are reactive agents characterized by internal
state and behavioral items. They behave according to stimulus-
response rules which make them react to partial perception of
their surrounding environment.

The internal state of an agent is characterized by 4 variables
which have been proved to have importance during biological
experiments. These variables are:

• The strength of the agents, which stands for its ability
to win when it is involved in a fight

• Its anxiety towards waterθ corresponding to its reluctance
to dive into water.

• Its hunger h which embodies the need for food and
constitutes the motivation for the agent.

• The possessed amount of foodFood implemented as the
size of the owned pellet.

The activity of the agent is a combination of three actions, to
dive, to attack (and fight) and to eat. Each of the actions has a
length respectivelyld, lf , le and is stochastically triggered or
carried out. The associated probability is computed according
to the internal state of the rat and biological observations.
The dive action is modeled as a response threshold [22]. The
fight is modeled as a dominance relationship [23]. We simply
reused existing models and coupled them. When the action is
effectively performed a reinforcement alters the internal state
of the agents allowing them to learn and modify their behaviors
according to their past actions [8].

The environment represents the environmental setup. It is
characterized by the length of the immersed corridor and by
the size of the pellets in the feeder. The characteristics are

implemented through two variables:τ the time needed to eat
entirely a pellet andη the energy absorbed during a time step
of consuming of the pellet. The energy contained in a new
pellet is thusτη.

2) The simulator : The kernel was first built as a cyclic
simulator which allowed to reproduce with a relative simplicity
the biological phenomenon in a synchronous way. The second
simulator is an event based one and take into account time
dependent mechanisms in a better way. The inputs of these
simulators represented the experimental conditions, that are the
initial parameters for agents description (s, θ, h, Food, ld, ...),
the parameters for environment description(η, τ ), duration
of the experiment (number of cycles or experiment length)
and number of agents. It’s about a dozen of parameters. The
outputs of the simulator are series of values that represent
evolution of variables like anxiety of rats during experiment.

C. Hamelinet : a self-organized system for task allocation

The general framework to transpose the Hamelin model
consists in a dynamic task allocation problem among ma-
chines, connected together in a network. Initially the tasks are
available on a central server. The machines can acquire the
data by accessing directly the server or by ’attacking’ each
other. As some policies are put on the server in order to avoid
crash, some agents can easily access the server while other
not.

This toy example is dedicated to assess the transposition
principles of the Hamelin model. The aim of the self organized
process is to reduce the exploitation of the network between
the machines and the server by means of specialization among
machines. It corresponds to dynamically (and efficiently) al-
locate tasks on an unknown set of machines by making some
of them accessing directly the server (because it is easier
for them) while others acquire data indirectly (as shown in
figure 1.

Fig. 1. Expected organization for task allocation problem in network

As we first want to assess the transposition principles, we
only need to develop a first prototype at applicative layer of the
network that assumes an existing communication architectures



and that only deals with the data processing (including execu-
tion and redirection). This is the reason why a new simulator
has been developed from the Hamelin one by including the
server, the machine and the network and why we do not use
a network simulator, nor a real network infrastructure.

D. Comments

The aim of Hamelin was first to reproduce the biological
phenomenon of differentiation, and secondly to better under-
stand the behavior of the system. The simulation presents a
lot of interesting dynamic properties, among which the ability
to adapt itself to the number of agents or to evolve according
to environmental constraints (for example, the ratio between
carrier agents and supplier agents number evolves according
to the energetic supply coefficient of a pellet).

From task allocation point of view the aim was to verify
that Hamelinet kept the dynamical properties of the Hamelin
model. We got some encouraging results like specialization
appearance and some improvements in processing time. But
these results were obtained with specific instances of the
problem and with hand tuned parameters.

Theses results can only be obtained by trial-error experi-
ments in an iterative process since exact behavior of these
systems could only be known ’a posteriori’. In order to under-
stand influences of either the parameters or the combinations
of parameters, differential analysis are required and a lot of
experiments are carried out. One experiment must be proceed
a lot of times in order to be statistically valid. So it is useful to
store a full and detailed review of preceding experiments and
often to analyze data from previous experiment with multiple
other views.

To go deeper in the understanding of both the biological
model and its transposition we start the development of
a platform in order to analyze them through experimental
investigations. We develop a software package to test various
scenarios in a batch or interactive mode, to collect possibly
huge data from experimentation and to interpret them.

IV. K EY IDEAS FOR ANALYSIS ARTIFICIAL

SELF-ORGANIZED SYSTEM

Fig. 2. The use of a simulator

The main aim of a platform is to provide tools for system
designers that help them in the analysis of their systems.

Analyzing a system includes (from simpler to more complex)
the following activities :

• studying under which conditions the expected behavior
occurs or don’t. It is the basic questions ”‘what happens
if this model is run with such parameters setting?”’.
These studies require to interpret the result of the system
execution according to different points of view. This
can be done with a simulator (see figure 2) where the
designer specify the inputs and interpret them. If new
inputs are needed, the designer modifies them and run a
new experiment.

• validating the system, that is being able to ensure that
the expected result will be produce according to initial
conditions. This implies being able to specify the initial
conditions of the system as a set of intervals for the
parameters values. Such studies help to understand
the reproducibility of the phenomenon and in case of
problem solving to predict the production of a solution
to the problem being asked.

These two first issues are related to the self organized
process and can be studied either for simulation or
problem solving. The next one is more related to the
quality of the output is thus more dependent of the
problem solving domain.

• improving the quality of the output of the system. It
implies measuring the efficiency of the system to achieve
the task and modifying the parameter setting in order to
improve its behavior.

A. Generalities about the platform

The platform we propose is our first attempt to answer the
requirements that poses an experimental approach to analyze
artificial self-organized systems.

It is composed of a set of components that help the system
designer (see figure 3). They are conceived as a set of modules
that can be coupled. The system designer can use each of
them separately or chaining them to undertake a series of
experiments (in a kind of batch mode). Therefore, this implies
that the data exchanged between each component to be stored
in a compatible format in order to be re-used later.

B. Detail of components

1) Kernel: The core module of the platform is obviously the
simulation engine that implements the self organized model.
Its input are the agents parameters, the environment and the
dynamics of both described by parameters settings. Its outputs
are made of any update of relevant information about the
system.

For example in the Hamelin model, each agent is defined
by 4 internal states and any change of them at runtime can be
an output.

Furthermore, the systems we wish to analyze have proper-
ties related to the dynamics. To enable the study of them we
need to introduce during the system execution some perturba-
tions that will correspond to external events. An external event



Fig. 3. The platform components

is ”‘something”’ that makes the system evolve and which is
not modeled in the agents behaviors or environment dynamics
(which constitute the internal events of the system).

As agent decisions are stochastic, we have to run several
experiments with the same input. This can lead to a mass
of data. Moreover, the experiments can be undertaken with
different inputs. These considerations lead respectively to the
concept of storage of output and scenario editor.

2) Scenario editor:As the kernel as to be run with several
different inputs, we define a scenario editor that specifies
the conditions of experiments. They are the environmental
parameters, the initial value of internal states, the parameters
of behaviors, and the number of experiments. For some of
them, instead of defining a single value, it is possible to define
a set of values. In that case, experiments are executed for each
value in the set.

The scenario editor enables also the specification of the per-
turbations that will occur during experiments. A perturbation
is an external event from the simulation engine point of view,
that is something that occurs at runtime, which is not due to the
”‘normal”’ evolution process of the system and that modifies
some of the parameters of the system. It can correspond :

• to a change in the value of a parameter of the environment
(for example in Hamelin, a change of the energetic supply
coefficient),

• to a change in the value of a parameter of an agent or
of all the agents (for example in Hamelin, an increase of
the hunger or an increase of the speed of increase of the
hunger)

• to a change in the elements of the scenario adding or
removing one or more agents or a new type of agent, or
a new configuration of the environment, etc. For example,
in Hamelinet, it can correspond to a change in network
topology (a link between two machines is broken).

Additionally, this editor enables the specification of infor-
mation related to the storage of produced data and of scenario

description files (paths, ...).
3) Storage of outputs:The aim is to manage the mass of

information, which constitutes the outputs of the kernel. The
principle we follow is to separate the data provided by the
execution of the model and their processing for interpretation.
Experiments produce raw results (eventually they can be
filtered to limit the amount of data), that is they are not
processed: no mean, min or max are computed. Even if such a
choice can conduct to a vast amount of data, it does not limit
the kind of interpretation that can be conducted a posteriori.
Furthermore, in order to enable coherent interpretation and
further gathering of data (for example all the data obtained
with p rats) we store also information that enables to retrieve
the scenario description.

A database management system connected to the kernel can
achieve these requirements. It authorizes to store information
in a structured manner, and information retrieval according
to structured requests. Alternatively, some information can be
stored as text files in order to have a simple archiving.

4) Interpretation of data / points of view:The mass of
information provided by experiments has to be interpreted.
Interpretation can be achieved with various ways from plots
of a single runs to a study of the mean behavior of a set of
different experiments. Statistical tools can help in that inter-
pretation: they provide several tests to analyze what happens
in a population of individuals, to measure some relationships
between two variables, etc. The inputs of these tools can
be raw data from the database or can be the results of a
complex request that compute more abstract data from a set
of experiments.

C. Technical details of components

These concepts has been partially implemented through
two multi-agent models; the first is the Hamelin model for
the simulation of collective behavior among rats groups, the
second (Hamelinet) deals with the transposition of the first in
a toy problem in networks. The overall integration is made in
Java.

Currently, in Hamelin case, the scenario editor allows the
specification of the initial parameters of the agents behaviors,
of the environment constant (amount of hunger increase per
cycle, energetic supply, etc). The values can be provided as
iteration pattern :6 10 2 iterates from value 6 to value 10 by
a step of 2. In Hamelinet case, we developed a ”‘network
builder”’, that is a tool that enables to specify a network
topology in order to check the model behavior in specific
configurations. Furthermore, each scenario specification can
be stored (as text files) if requested and reloaded.

Currently, we can not specify perturbations: neither a rapid
change in a parameter value or in environment (conection
down), nor the introduction of a new agent (or its death).

As mention above, the simulation engine is based on a
discrete event simulator programmed in Java. Currently its
invocation is done by specifying the parameters values and the
number of experiments. In Hamelin, iterations on parameter
values are managed from the scenario editor interface.



Outputs of the simulation engines can be stored as text
files. These files are organized in an hierarchy in order to
easily retrieve data from a given experimentation (a set of
parameter values). However, if text files can be useful to fast
(and simple) analyzes, they are obviously inadequate when
analyzes request comparison of data from several experiments.
It is why we use a database management system (MySql+
EasyPhp) that allows storage of data and complex retrieval
requests. Furthermore, the EasyPhp interface authorizes direct
requests to the database.

The analyzes of data can be made for the simplest cases (line
plots) with usual spreadsheets tools. To handle more complex
analyzes, such as correlation factors, etc; we use statistical
tools such as R and SPSS.

V. EXAMPLES OF USE

We present here how we are currently using our platform in
order to analyze our systems (Simulation or problem solving).

The first (and basic) case of use is to verify the appearance
of profiles in application case or in simulation one.. A first
manner to undertake it is to run an experiment and plot the
evolution of hunger, anxiety and strength of the rats being
involved in the experiments. Concretely, to achieve that

1) we specify a basic scenario (make ten runs with the same
parameters),

2) we do experiments and store evolution of pertinent
parameter in text files,

3) we do plotswith a spreadsheet or a statistical tool.

This simple assessment can be sufficient when parameters are
well tuned (specialization very frequently appears). However
this use of the system is not enough when we have to assess
the frequency of specialization or its quality because it only
focuses on the individual level. Thus we need a more collective
analysis.

Originally, in biological experiments, 13 variables were
computed for each rat in order to describe its behavior.
These variables were treated by a factor analysis (Principal
Components Analysis) followed by a cluster analysis on the
individual coordinates in the first factorial plan.

This is a more convenient point of view to achieve our
purpose. Thus, to achieve this collective analysis,

1) we describe various scenario,
2) we run each of them for a fixed number of times and

store the raw data in database,
3) we compute these 13 variables from database,
4) we provide them as inputs to a statistical tool that real-

izes the desired computation (PCA + cluster analysis).
5) according to the interpretation of the results we made,

we can have an iterative approach : we can specify new
scenario, etc.

In Hamelin, these steps can be undertaken trough the user
interface of the system of separately from the operating system
interface.

VI. CONCLUDING REMARKS

There are a recent but strong stream of researchers who
estimate that the study of complex systems such as the artificial
self-organized ones needs experiments and therefore adequate
tools for that purpose together with a methodology.

This article describes our current point of view about
what kinds of components are needed to correctly undertake
experiments with artificial self-organized systems. It details
how we implement or integrate these components in two dif-
ferent directions: simulation and application. As work is under
progress, in the application case, the integration of modules
is not completely done (some interconnection between them
have to be done manually).

We are currently experimenting the platform to analyze the
Hamelin model and to assess the relevance of the principles
that guide its building. It is a work under progress and we
have not yet fully exploited all the different possibilities of
the platform, nor of our proposition. A deeper assessment has
to be done, however the first uses of the platform confirmed
the usefulness of it.

We consider this work as a first step toward an experimental
approach for the analysis of artificial self organized systems.

Future works will be undertaken in several directions.
We have to fully implement our proposition by including

the possibility in the scenario editor to define perturbations
that occur at runtime. The first uses underlined the need to
specify filter to apply to the output of the simulation engine
in order to prevent the production of huge mass of data.

More generaly, our reflection concerns the introduction into
our platform of an optimization component that closes the
loop (see figure 4 and allows a complete automation of the
improvement of the model. Such a principle was tested in
[24]) and it seems to be of great interest in the design of
artificial self-organized systems.

Fig. 4. A proposition for automatic tuning of the parameters
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